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Abstract: A novel and effective approach to global motion
estimation and moving object extraction is proposed. First, the
translational motion model is used because of the fact that
complex motion can be decomposed as a sum of translational
components. Then in this application, the edge gray horizontal
and vertical projections are used as the block matching feature for
the motion vectors estimation. The proposed algorithm reduces
the motion estimation computations by calculating the one-
dimensional vectors rather than the two-dimensional ones. Once
the global motion is robustly estimated, relatively stationary
background can be almost completely eliminated through the
inter-frame difference method. To achieve an accurate object
extraction result, the higher-order statistics ( HOS) algorithm is
used to discriminate backgrounds and moving objects.
Experimental results validate that the proposed method is an
effective way for global motion estimation and object extraction.
Key words: global motion estimation; edge projection; higher-
order statistics; moving object extraction

otion estimation is a key technique in image se-
M quences compression and processing, and in computer
vision. A number of very different motion estimation algo-
rithms have been proposed' ™. These algorithms are devel-
oped for different applications such as image sequences anal-
ysis, machine vision, robotics, and image sequences restora-
tion.

Traditionally, motion estimation techniques are catego-
rized into two broad types: pixel recursive and block match-
ing. Both methods are based on the 2-D information extrac-
ted from successive picture frames.

The pixel recursive method predicts the displacement of
each pixel recursively from its neighboring pixels'”™ . The
block matching method, on the other hand, estimates the dis-
placement vectors by comparing the gray levels of succes-
sive frames on a block by block basis''*™ .

At present, the block-matching algorithms attract most of
the attention because of their simplicity and effectiveness,
and, moreover, the block-matching algorithms are more
suitable for a simple hardware realization.

In block-based motion estimation, an image frame is di-
vided into square blocks, typically of size 8 x 8 or 16 x 16.
For each block, a search space is defined in the previous
frame. The conventional approach is to perform a computa-
tion intensive exhaustive search to find the best match with
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respect to the mean absolute difference measure. The imple-
mentation always requires massive computational efforts and
huge hardware costs to achieve significant speed.

This paper proposes a fast feature-based block matching
algorithm to estimate the global motion by using the method
of edge gray projection. The horizontal and vertical projec-
tions are the sums of the pixel values of the horizontal and
vertical lines, respectively. So the horizontal and vertical
projections within a block are the low-frequency features of
the block. If two blocks are similar, their projection features
should be similar. This motivates us to perform motion esti-
mation in the feature domain.

Since the higher-order statistics (HOS) algorithm has the
merit of being able to extract non-Gaussian signals from
Gaussian signals, the method based on four moments of
difference image for extracting moving objects'"" is used in
this paper. Experimental results demonstrate that the method
proposed in this paper is more effective.

1 Global Motion Modeling and Global Motion Es-
timation

1.1 Global motion modeling

The choice of the appropriate motion model depends on
the target application and a variety of motion models can be
taken into account!'” .

The success of the translational motion model is primarily
due to its simplicity and it is justified by the fact that com-
plex motion can be decomposed as a sum of translational
components. With the perspective projection and a rigid
plane assumption of an object surface, the mapping from the
point (x,,y,) on the arbitrarily shaped object in the current
frame into the point (x,, y,) in the next frame is described
by a vector {d,, d,}. And the global motion is modeled by

Xy Xy d, (1)
= +
{y 2 } {y 1 } {d,v }
where (x,, y,) and (x,, y,) are the coordinates of corre-
sponding points in the two consecutive image frames, re-

spectively. The vector {d,, d,} defines the translation of the
camera between frames.

1.2 Horizontal motion d_ estimation

Since moving objects usually occupy the centre of any
scene, the margins of the image can be considered as the
background. Thus a block which has 2 x N pixels is selected
at the top of the image with a size of M x N.

The vertical projections of each column contain informa-
tion of the gray levels of its pixels along vertical directions;
thus, we can use them as features of the sub-block consid-
ered.
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First, the vertical projections of each column in the block
of the current frame k are determined using Eq. (2), and com-
pose a one-dimensional projection vector H, (see Fig.1(a)).

H() = X ) j=12..N (2

H, ={H/(1),H(2),....,H(N)} (3)

where f,(i,j) denotes the gray level at the (i,j) position of
frame k.

h
—
N —> V()
—> V. (2)
[ e
v v — v
H,(1)H,(2) H,(N)
(a) (b)

Fig.1 Projections in a sub-block of the k-th frame. (a)
Vertical projections in the 4 x N block; (b) Horizontal projections
in the M x h block

To reduce the influence of the slow change of image tex-
ture to the background, we subtract the subsequent item of
the vector H, from the previous one, and obtain a 1 x (N -
1) vector H,, .

H,, ={H,,(1),H,,(2),...H, (N-1)} (4)

H,, (i)=H(i) -H(i+1) i=1,2,....,N-1(5)

And for the previous frame, we can obtain vectors H, |
and H,,_,,.

Then we choose a value m and assume that the transla-
tional range of the camera is less than m.

The N —2m +1 elements are taken from the m-th item in
H,,, and these elements compose a vector H,, .

H,, ={H,,(m),H,,(m+1),... . H,, (N-m)}

(6)

And then N -2m + 1 elements are taken from the i-th (i

=1,2,...,2m - 1)item in H,,_,,. These can compose 2m
-1 vectors H,,,_,,(i=1,2,....2m~-1).
Hm(kfl)([) = {Hu(kfl)(l'),HD(k,l)(i +1), ...,

H,, ,(N-2m+i)} i=1,2,....2m-1 (7)

The cost function S, is calculated using the values of

one-dimensional projection arrays. The cost function is de-
fined by

) ] N-2m+l1 ) .
Sawan(D) =70 =7 ; (H,, () =H, ., ()
i =1,2,....2m -1 (8)

Determine i which has a correspondence with the mini-
mum of S, (i):
i =arg min S, (i) i=12,...2m -1 (9)

Let d, =i — m, where d_is the horizontal global motion

between two continuous frames. If d_ is positive, it shows the
camera moves to the left d_pixel. Otherwise, the camera
moves to the right |d, | pixel.

1.3 Vertical motion dy estimation

Being similar to the horizontal motion estimation, a region
which has M x h pixels is selected on the left of the image.
Fig. 1 (b) shows the step of the horizontal projections of
each row in the block.

V(i) = ifk(i,j) i=1,2,...M (10

Ve = {Vi(D), V,(2), ... V(M) } (11)

where f,(i,j) denotes a gray level at the (i, j) position of
frame k.

We subtract the subsequent item of the vector V, from the
previous one, and obtain a 1 x (M -1) vector V.

Vow = Vo (1), Vi (2), .., Vi (M = 1)} (12)

Voo (D = V(i) =V,(i +1) i =12,...M-1 (13)

And for the previous frame, we can obtain vectors V, |
and V.

Then we choose a value m and assume that the transla-
tional range of the camera is less than m.

The N —2m + 1 elements are cut from the m-th item in

V., and these elements compose a vector V.

Vm(k) = {VD(k)(m)’ VD(k)(m +1), ..., Vum(M_m)} (14)

Then we obtain 2m -1 vectors V,,_, , by taking the
Voo from the i-th (i=1,2,...,2m —1) element.

Vm(k—l)(i) = {VD(k—l)(i)’ VD(k—l)(i + 1)’ A
Vo (M =2m +0)} i =1,2,...,2m -1
(15)

The cost function is defined by

M-2m+1

. 1 . .
Savgv(l) = M —2m +1 ; (Vm(k) o - Vm(k—l)([) ()
(16)

i=1,2,...,2m -1
Find i which is corresponding to the minimum of S, (i):

i = arg min§,, (i) i=1,2,....,2m-1 (17)

Let d, =i —m, where d, is the vertical global motion esti-
mation between two continuous frames. If dy is positive, it
shows the camera moves up d, pixel. Inversely, the camera

moves down \d}, | pixel.
1.4 Global motion compensation result

In this section, we use the typical image sequence Coast-
guard to illustrate the motion estimation algorithm men-
tioned above. Fig. 2 (a) and Fig. 2(b) indicate the original
frames 120 and 121 of Coastguard sequences, respectively.
We use the algorithm mentioned above to estimate the glob-
al motion, where m =20, and & = 60. The calculation shows
the background of frame 120 shifts 3 pixels to the left and
moves down 1 pixel relative to the background of frame 121
(i.e.,d, = -3 and d = - 1). Fig. 3(a) shows the inter-
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frame difference before motion compensation. It can be no-
ticed that the trees, houses and the coast are declared as the
moving objects due to the motion of the camera. After mo-
tion compensation, the result is shown in Fig. 3(b). We can

see that the boat is detected but not accurately because of the
background noises. Similarly, another two continue frames of
the coastguard sequences are shown in Fig. 4. And the same
robust detection results are shown in Fig. 5.

(a)

(b)

Fig.3 Result of the inter-frame difference algorithm using the motion compensation and non-using motion com-
pensation. (a) Non-use of motion compensation; (b) Use of motion compensation

(a)

(b)

Fig.4 Frames of Coastguard sequences. (a) Frame No. 270; (b) Frame No. 271

(a)

(b)
Fig.5 Result of the inter-frame difference algorithm using the motion compensation and non-using motion
compensation. ( a) Non-use of motion compensation; (b) Use of motion compensation
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Additionally, in order to obtain the object exactly, we use
the HOS algorithm to reduce the influence of noises.

2 Moving Object Extraction Algorithm
2.1 HOS algorithm

The moving object in the inter-frame difference will occur
as a high value, while background will represent a lower val-
ue respectively. In theory, the object and background induce
different statistical signal distributions. The background sig-
nal is the Gaussian distribution, while the moving object of
the inter-frame difference is a strong deviating from Gaussi-
anity and can be considered as a non-Gaussian signal.
Change based on motion detection is a traditional and very
efficient technique for distinguishing the signal statistic
difference between moving objects and backgrounds. The
background signal can be detected by a second-order statistic
detector and the moving object can be detected by the
fourth-order moment measure!'""

For each pixel site (x, y), the fourth-order moment
mff” (x,y) evaluated on a moving window n(x,y) of N, =9
(N, is the number of pixels in n(x, y)) of the inter-frame
difference is

(4) _ L : T 4
my (x,y) = Nn(&,);w,(dlff (s, 1) —diff (x,y))" (18)
where diff (s, ) is the inter-frame difference,

diff (5.1) = f,(5.0) —f_(s.1) (19)

And ﬁ( x,y) is the sample mean in the window n(x,y),

diff (x,y) =Ni 3 diff (s, 1)

(5.0 en(x.y)

(20)

Such a moment m.” (x, y) is compared block by block

with a threshold, which is proportional to the square of the
noise variance o-,. The moving block is detected by
if m{" (x,y) > co?, (21)

block = { object
otherwise

background

where the constant ¢ is approximately independent of ¢,
and its value has been optimized on the basis of a statistical
analysis performed during the experimental activity. In our
practice, the ¢ equaling 81 has the best performance. If the
block moment is above threshold co~,, the block is marked
as a moving block.

Here, the noise variance ¢, is estimated on a subset S of
the static background:
oy = Ni Y (d(s,n) —my)? (22)

s(s,nes
Since moving objects usually occupy the centre of a
scene, the four corners are the static background. Here the
region S is selected on the four corners. The size of each
corner is 12 x 12 pixels. First, we compute the noise variance
o on each corner according to Eq. (22), and then make the

noise variance ¢, equaling the maximal ;.
2.2 Extraction results and post-processing

In this section, the HOS algorithm performance is illustra-

ted. Fig. 6(a) shows the object extraction results obtained by
the HOS algorithm regarding Fig. 3(b). It can be noted that
some regions of the boat are declared as background due to
the fluctuation motion of the boat on the river. This is also
due to the homogeneous texture in the interior region of the
moving object. In order to obtain the whole motion mask, a
post-processing step is necessary to obtain the results by
using the HOS. Post-processing consists of morphological
opening and closing operations, which are used to eliminate
noise. Fig. 6(b) shows the result obtained after the opening
and closing operations on the HOS results.

(b)
Fig. 6 Extracted object sample from the Coastguard se-
quence. (a) Using the HOS algorithm; (b) Using the morphologi-
cal operation

3 Conclusion

This paper presents a fast motion estimation method by
using edge gray projections of the image edge as the features
to be matched. This method can estimate the global motion
quickly because we only need to calculate the one-dimen-
sional vectors rather than the two-dimensional ones. To a-
chieve an accurate object extraction result, we use the high-
er-order statistics( HOS) algorithm to discriminate the back-
ground and the moving object. From the experimental re-
sults, it can be concluded that the proposed method works
well. The motion parameters can be efficiently estimated and
the moving object can be extracted successfully.
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