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Abstract: To manipulate the heterogeneous and distributed data
better in the data grid, a dataspace management framework for
grid data is proposed based on in-depth research on grid
technology. Combining technologies in dataspace management,
such as data model iDM and query language iTrails, with the grid
data access middleware OGSA-DAI, a grid dataspace
management prototype system is built, in which tasks like data
accessing, abstraction, indexing, services management and
answer-query are implemented by the OGSA-DAI workflows.
Experimental results show that it is feasible to apply a dataspace
management mechanism to the grid environment. Dataspace
meets the grid data management needs in that it hides the
heterogeneity and distribution of grid data and can adapt to the
dynamic characteristics of the grid. The proposed grid dataspace
management provides a new method for grid data management.
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he distribution and heterogeneity of the grid data brings
T great challenges for the sharing of the data. In order to
provide facilities for addressing requests over multiple heter-
ogeneous and distributed data sources, it is necessary to pro-
vide a uniform data access model and mechanism. Some no-
table researches have been realized based on grid middle-
ware such as OGSA-DAI''. For the schema-heterogeneity
problem, a common solution is to expose to users a uniform
interface for posting queries on data resources by building
semantic mappings.

The shortcoming of the semantic mappings method is that
building schema mappings requires the participating of the
domain experts and takes a lot of time; also, we cannot share
the data until the accurate schema mappings have been crea-
ted” . Franklin et al. "' introduced a new abstraction method
for information management by describing a platform sup-
porting dataspace, the main idea of which is to manage vari-
ous types of data from different management systems by ab-
stracting data using a uniform model and providing a series of
services for these data. Dataspace emphasizes the content of
the data and ignores their formats, and it has a pay-as-you-go
characteristic for which one can integrate one’s data as nee-
ded"'. The same as data in the dataspace, data on grid accord
with the heterogeneity of the container, the heterogeneity of
format and semantic heterogeneity.

This paper proposes an effective solution to grid data man-
agement by introducing dataspace. We provide the architec-
ture of the dataspace management system of grid data, and
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then analyze its feasibility and key techniques related to its
realization.

1 Related Work

At present, technologies relevant to dataspace are becom-
ing flourishing more and more. Dittrich et al. ™ applied
dataspace theory to personal information management. They
realized a prototype system of personal information manage-
ment on VLDB2005. Then with deeper research, they expati-
ated on the framework of personal dataspace and created a
personal dataspace system based on a new data model named
iDM'”". Recently, they explored a pay-as-you-go information
integration method in dataspace by use of a query language
named iTrails'”. Also, Halevy, one of the innovators of the
concept of dataspace, investigated further with his student
Dong reference reconciliation, indexing, answering queries
and the heterogeneity of dataspace and realized their data-
space management system SEMEX''. Fig. 1 is the initial
framework of dataspace proposed by Halevy et al. *.
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Fig.1 Components of dataspace management system'!

Elsayed et al. "' depicted the idea of combining dataspace
and the grid, in which the unfinished system named
GridateX aimed at achieving the dataspace management sys-
tem on the grid. But the relevant achievement has not ap-
peared up to now.

Halevy provided the principles of the dataspace system.
For abstraction of data, Dong used a model similar to an on-
tology while Dittrich used iDM to translate data in dataspace.
The two models above have their own methods of data inde-
xing and strategies for answer-query. And the dataspace based
on a grid are also in explorative stages in theory.

2  Framework of Grid Dataspace Management
System (GDSMS)

2.1 Logical layers

The dataspace management system manages all the data
within it and the relationships among them. In order to make
the system adapt to the grid environment, we introduce ar-
chitecture which consists of the following five layers:
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1) Grid data source layer: This layer represents all the da-
ta managed by the subsystems, such as relational databases,
XML databases, file systems, etc. These data can be accessed
through specific grid services.

2) Data abstract layer: This layer is responsible for ab-
stracting multifarious data in the dataspace. The problem
lies in finding an appropriate data model with which to ab-
stract the grid data. It is very important because it hides the
heterogeneity of the data and provides services to the layer
above to manage the dataspace easily.

3) Logical services layer: This layer is designed for crea-
ting the catalog and index for the data from the data abstract
layer, and it also establishes copies of the data to improve
the performance of the system. We will provide more details
in section 2. 2.

4) Management layer: The main task of this layer is man-
aging the logical services layer, providing control on the in-
dexing and copy creation of the abstract data, providing re-
trieval of information in a secure environment. It also allows
user interaction with the system to achieve a pay-as-you-go
pattern as required by a dataspace management system.

5) Application and user interface layer: This layer repre-
sents the applications built on top of GDSMS and GUI of
the system. Applications may choose either to benefit from
the grid services offered by the GDSMS or to access the grid
services offered by the data sources themselves.

Regarding aspects of physical deployment, the grid data
source layer is located in the local storage of the grid nodes
while the data abstract layer and the logical services layer
are implemented at the machines where grid services are de-
ployed. Moreover, the management layer is placed on a cen-
ter grid node, managing data sources previously registered
on it, and offers functions via grid services or other forms of
interface.

2.2 Architecture and realization of GDSMS

The foundation of system realization is the open grid serv-
ices architecture data access and integration ( OGSA-
DAI)'". OGSA-DAI can support a uniform interface for dif-
ferent types of data resources, including relational database,
XML and files, etc. And data-centric workflows can imple-
ment functions specifically by extending the function of
workflow executable units. OGSA-DAI also supports grid-
FTP and OGSA-DQP. The former will be of benefit for data
transfers in the system. OGSA-DQP is an extension of OG-
SA-DALI that provides a service-based distributed query pro-
cessor and supports the evaluation of queries over collections
of potentially remote relational data services.

The proposed framework of GDSMS in Fig.2 consists of
two levels: 1) Sub-dataspace; 2) Dataspace management cen-
ter. They are described as follows.
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Fig.2 Architecture and realization of GDSMS

2.2.1 Sub-dataspace

Participants of the grid deploy their data sources on their
own grid nodes. Once a participant has been registered in the
dataspace, the grid node it is located at will become a subset
of the dataspace, namely sub-dataspace, which has several
components as below:

1) Data sources: Data sources include relational database,
XML, files and other types of data. We use data services
provided by OGSA-DALI to hide heterogeneities and distribu-
tion of data. All the data sources can be exposed by the OG-
SA-DAI container to ensure consistent access to data and
metadata from any data source of a sub-dataspace.

2) Data model converters: Currently there are two different
data abstract methods. Dong finished it by extracting infor-
mation from data sources, which is then represented using a
domain model ( ontology), whereas Dittrich extracted data
through a data model named iDM'"'. The method proposed

by Dong is not adequate enough for the schema-later re-
quired by the dataspace principle and makes it hard to in-
tegrate information in a pay-as-you-go fashion. So we adopt
the iDM model to extract data. An iDM resource view is a 4-
tuple (7, 7,x,y), where n is a name component, 7 is a tup-
le component, y is a content component, and y is a group
component. More details of this can be found in Ref. [6].
Data model converters are created on the OGSA-DAI serv-
ices. We extend the function of the OGSA-DAI service to
enable the data abstraction.

3) Catalog and index module: The dataspace management
layer will create a catalog and an index automatically once
data sources are exposed. The index is produced in the form
of an inverted list which is built through indexing for the
iDM resource view. The catalog and index modules are de-
ployed on the grid nodes, so that indices can be easily built
free of mass transfer loads on the grid.
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2.2.2 Dataspace management center

The dataspace management center is responsible for logi-
cal control of GDSMS and for providing users as many data-
space services as possible. It implements the following:

1) Data model management: This function is implemented
in the grid but it is also implemented at the client of the grid
services of the sub-dataspace. We manage the participants of
the dataspace by controlling the OGSA-DAI workflows
which consist of a number of units called activities. An ac-
tivity performs a well-defined data-related task such as run-
ning an SQL query or performing a data transformation. A
workflow can be specified by data model management and
supplied to a web service. The web service then performs
this workflow in the scope of one web service operation.

2) Query process and integrate further: We will retrieve
the data item by accessing the catalog and index modules on
remote grid nodes. The query language should be structured
or semi-structured as the dataspace requires'**. We adopt
the iTrails'”’ for the iDM data model. Besides the function of
searching in the index, iTrails supports the schema-integra-
tion as required. For example, the results of a query state-
ment “// # . tuple. date” will contain the results of “// * .
tuple. modified” via statement transfers on trail “// * . tup-
le. date—// * . tuple. modified”. Details are the same as in
Ref. [7].

3) Other functions: They include browsing the dataspace,
sub-dataspace register, security and authorization etc. , which
are all realized in the dataspace management center and
some of these functions can be based on the basic functions
of the Globus Toolkit.

3 Conclusion and Future Work

The contributions of this work include doing some re-
search in grid data management based on dataspace and pro-
posing the architecture of a GDSMS. This work can be seen
as a prototype of a grid dataspace management system and is
an important step towards the realization of our prospective
goals. As part of future work, we plan to explore some of the

key problems in more depth. There are a lot of subjects for
research challenges. We will explore both grid theories and
GDSMS implementation based on this work to research new
methods for grid data management.
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