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Abstract: This paper focuses on some key problems in web
community discovery and link analysis. Based on the topic-
oriented technology, the characteristics of a bipartite graph are
studied. An x bipartite core set is introduced to more clearly
define extracting ways. By scanning the topic subgraph to
construct x bipartite graph and then prune the graph with i and j ,
an x bipartite core set, which is also the minimum element of a
community, can be found. Finally, a hierarchical clustering
algorithm is applied to many x bipartite core sets and the
dendrogram of the community inner construction is obtained. The
correctness of the constructing and pruning method is proved and
the algorithm is designed. The typical datasets in the experiment
are prepared according to the way in HITS ( hyperlink-induced
topic search). Ten topics and four search engines are chosen and
the returned results are integrated. The modularity, which is a
measure of the strength of the community structure in the social
network, is used to validate the efficiency of the proposed
method. The experimental results show that the proposed
algorithm is effective and efficient.

Key words: dense cores; link analysis; hierarchical clustering;
modularity measure

he rapid growth of Internet has made the web a very
Timportant resource which the human being relies on
more and more. But the distribution in structure, the conven-
ience of page publication and the huge scale have made the
web difficult to control. Information of diverse format, style,
source and geographical area are contained in the web. The
web has become an ocean of information and the total pages
have reached 2. 9 billion'"". How to find useful information
from the ocean is a long and challenging job. Although the
evolution of the web looks chaotic, it reflects features of
self-organization'” locally. Among them, the web communi-
ty is a very important one and it reflects the social activities
in the web"”'. In general, the web community shows a collec-
tion of pages with dense hyper-links, usually on several top-
ics. Discovery of these communities will help us to under-
stand the evolution of the web, guide the crawler, see inside
the organization of the web and arrange portals efficiently.
There are many researches on community discovery. All
these algorithms roughly fall into three categories: HITS-
based methods™™', bipartite graph-based methods™ ' and
flow-based methods"™ . HITS and flow are topic-oriented
methods and bipartite graph is the non-topic method. In this
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paper, we focus on the topic-oriented methods and analyze
the trawling method, which is a bipartite graph method. To
indicate some shortcomings derived from the complete bi-
partite graph defined in trawling, we propose a new signature
of cores of communities, which is the x bipartite cores set.
Then we also give a method to construct the cores sets by a
scan topic subgraph and an (i, j) pruning algorithm. We
prove that the forward and backward expansion method can
include all x bipartite cores and we design an algorithm. The
web subgraph, which is also called a topic subgraph, is col-
lected by typical HITS way and we modify it by integrating
results from several search engines. We define the x bipartite
cores sets as the basic components of communities and based
on these sets, apply the hierarchical clustering algorithm to
obtain the dendrogram of communities. To evaluate the com-
munities, we use modularity measurement. The experimental
results show that the new method is effective and efficient.

1 Related Work

Along with the scale expansion and informative diversity,
the web has become a huge resource of information. The
problem is how to find useful information on the web effec-
tively; this is also called resource discovery. There are many
methods to deal with the problems. The typical ones fall into
three categories:

HITS-based methods'*™ use eigenvectors of an adjacency
matrix of a web subgraph to find communities. The collec-
tion of subgraphs is based on the results from a search en-
gine when one submits a term or keywords. From the search
results, about the first ones( C =200) are gathered into a root
set and then the root set expands to be a basic set by adding
the pages with in-links (only first 50 in-links, K = 50) and
out-links of pages in the root set. To calculate the main eig-
envector and several non-main eigenvectors, the main eigen-
vector corresponds to the main community and non-main
eigenvectors correspond to non-main communities respec-
tively. This method can find many communities. But it has
several problems. First, it does not guarantee all the possible
communities” . Second, the meaning of positive and nega-
tive eigenvalues is not clear'” . Third, it is difficult to make
sure what the topics of the non-main communities are and
how many pages should be chosen into communities'” .

The bipartite graph-based method'™® is also called the
trawling method. According to this method, a community at
least contains a core, which is also a complete bipartite
graph. Therefore, the discovery of communities is done by
extracting cores. The dataset collection is from a web crawl-
er. By (i,j) enumeration, it scans a dataset to extract all the
possible (i,j) cores, and expands these cores to obtain the
communities.

The flow-based method”™ defines a community as a
cluster and the number of intra-cluster links exceeds that of
inter-cluster links. Before the dataset collection, a topic is
predefined and a seed set of pages is needed that is genera-
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ted from human effort or from a search engine. By calculat-
ing the edge flow from the pages in the community to a sink
page, we can find the minimum cut and remove it to decide
the borders of the communities. With this method, the sink
page is determined manually and the discovery of hierarchi-
cal or multi-communities is impossible.

According to whether or not to predefine a topic before
processing, all the methods can be divided into two types.
One is the topic-oriented and the other is non-topic-orien-
ted. HITS-based and flow-based methods belong to the top-
ic-oriented type. This type of method must give a topic to a
search engine and a dataset is collected from the search re-
sults. The trawling method is non-topic-oriented. It does not
give a topic before processing and the dataset collection is
from a web crawler.

This paper focuses on the topic-oriented method. Because
HITS and flow cannot work well in a hierarchical organiza-
tion of communities, we think the trawling method can. We
analyze the features of trawling and the complete bipartite
graphs are elements of a community. But the extracting
method of trawling is not very efficient and it is also not
complete. We propose an x bipartite cores set as an element
of a community. And we prove that the x bipartite cores set
can be complete and that it can cover all possible x complete
bipartite graphs. The dataset collection is the same as HITS.
From the returned results of a search engine, we can con-
struct a topic subgraph. Based on this subgraph, we apply
our new algorithm to it.

2 Extracting and Clustering Algorithm

This section introduces a new method, which is analogous
to the bipartite core extracting method. We modify the defi-
nition of the signature of a community and it can cover more
cores than that of trawling. We propose an x bipartite cores
set as an essential element instead of a complete bipartite
graph and employ forward and backward expansion criteria
to construct subgraphs from page x. Then we apply (i, j)
pruning algorithm to gain the x bipartite cores set. We also
prove that the new method can cover all possible x cores. In
the end, we use hierarchical clustering extracted cores sets to
obtain a dendrogram.

2.1 Preliminaries and notations

The web can be abstracted to a directed graph. A directed
graph is denoted as G =(V, E), where V is a set of vertices
and E is a set of edges. If there exists an edge( «, v) included
in G, we have u,ve Vand (u,v) e E. If an edge (u,v) e
E, u is the predecessor of v and v is the successor of u.
N (u) and N} (u) denote the set of predecessors and suc-
cessors of u in G. \N(;(u) | and \Ng(u) | are the in-degree
and the out-degree of u in G, respectively.

Definition 1 Bipartite graph( BG)

BG=(F, C, E)is a G, where V is divided into two dis-
joint sets F and C, and E is the set of edges. In the graph,
vertex u and v of an edge (u, v) belong to both sets (u e F,
ve().

Definition 2 Complete bipartite graph( CBG)

CBG=(F,C)isaBG=(F,C,E),where E={(FxC)}
and can be omitted. So for a CBG, we have Y u \ uelk,
Niyo(u) = C and Vv | ve C, N (v) = F. CBG is also
called a bipartite core, denoted as C(n, m), where n = |F|

and m= | C|.
2.2 Topic subgraph

A topic subgraph is a graph constructed from a topic. The
first step is to get a root set from a search engine. We submit
a topic to a search engine, for example, www. google. cn,
then collect first K( K =200 in HITS) pages returned to con-
struct a set S, . The second step is expansion. We expand
S ... to obtain a basic set S, .. The expansion criterion is that
for every page x in a root set, we expand any pages pointed
out by and pointing to the page x. Because the number of in-
links is enormous, only the first C( C =50 in HITS) pages
are considered. To get the number of in-degrees and out-de-
grees of a page easily, we use two datasets to present a sub-
graph, which are EOS (edge on source) and EOD (edge on
destin) . These datasets are a collection of edges, with the
form (source, destin). The EOS is sorted by source and the
EOD by destin.

2.3 The xCores-set

base *

The essence of our algorithm is the set of x bipartite
cores, which is denoted as xCores-set. The xCore is a bipar-
tite core CBG = ( F, C) with x € F. If there are several
xCores, CBG,, CBG,, ..., CBG,, the union of them is an
xCores-set.

Definition 3  xCore

If there are a page x and a CBG = (F, C), and x € F, the
CBG is an xCore.

Definition 4 xCores-set

If there are a page x and n(n=1) cores, CBG,, CBG,,
...CBG,,and xe F|,xeF,, ..., xe F,. The union of them
is a BG(F, C,E),where F=F UF,U...UF ,C=C,UC,

U...UC,and E= U{F, xC,}.

2.4 Extracting xCores-set as web dense cores

The new algorithm is based on scanning the dataset EOS.
Usually, we choose the first edge of EOS. From the source
node x of the edge, we construct xBG = (F, C, E). We use
forward and backward expansion methods to construct xBG.
Given a node x and a G=(V,E),a BG=(F, C, E')can be
constructed from x. Forward expansion, let C = N, ( x).
Backward expansion, for each u e C, F=FUN, (u). E' =
{(u,v)} | (ue F,veC, (u v)eE). After xBG is con-
structed, we then prune it with i and j, which is also defined
as (i, j) pruning. If the result is not empty, it must be an
xCores-set. At each scan, whether or not xBG contains an
xCores-set, we always delete some of the edges related with
x. This operation includes EOS and EOD. The following
definitions and theorems are given to prove that an xCores-
set can be gained from xBG and (i, j) pruning.

Definition 5 xBG

Given a graph G =(V, E) and a node x € V. xBG = (F,
C, E') is derived from G and x by forward and backward ex-
pansion. The xBG has the following features: x € F, C = N
(x),F:uLEJCNg(u) and E' = {(u,v)} \ (ueF,veC, (u,v)

ekE).

Definition 6 (i, ;) pruning

Given a BG = (F, C, E) and i, j are two integers (i, j=
2).The (i, j) pruning is to scan BG repeatedly. Through
each scan, every node in EOS is pruned if its out-degree is
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below i and every node in EOD is pruned if its in-degree is
below j. This operation is iterated until no edges are
pruned.

Theorem 1 xBG contain all possible xCores.

Proof Let G =(V, E) be a directed graph and x is a
node. xBG = BG(F, C, E') is derived from G by forward
and backward expansion. If there exists any xCore = ( F’,
C"),we have Yul(ue F', N;(u) 2Ny, (u) 2N (u))
and Vv | (ve C', N;(v) DNy (v) 2Nge(v) ). So for
any x € F', we have Ny, (x) 2 N (x), it is also C2 C'.
Then MLEJCN(;(u) QVBC'NC; (v) holds, it is also F 2 F’. Due to
E'={(u,v)}|(ueF,veC, (u,v) eE) and C2C’ and F
DF', E' 2 {F' x C'}. Therefore, xBG contains all possible
xCores.

Lemmal If xBG® =(F",C", E")is (2,2) pruned
from xBG=(F, C,E),then xe F* and Nj,.(x) =C".

Proof Because of N, (x) = C, this means that each
node in C has a link from x. So xBG" is pruned always
with x e F* and N;.(x) =C" unless xBG" is empty.

Theorem 2 If xBG" = (F", C", E")is(2, 2) pruned
from xBG = (F, C, E), then xBG" is the x Cores-set.

Proof Assume that xBG™ = (F*, C", E")is(2, 2)
pruned from xBG = (F, C, E). From lemma 1, x € F* and
Nl (x) = C". Because any node u € F* | u # x has
| Nig-(u) | =2, | N (1) NN (x) | =2, that is to say
u and x can form a C(2, m), and CBG =(F’, C'), where F’
={x,u} and C' =N, (u) NN s (x),m=|C"|.

According to theorem 1 and theorem 2, we can obtain
xCores-set from xBG.

2.5 Deleting strategy of subgraph

We can construct an xBG = (F, C, E) from any node x of
G and then apply (2,2) pruning to it. If xBG is not empty
after pruning, it must be an xCores-set. After every scan,
whether or not xBG contains an xCores-set, we always delete
some of the edges related with x. This operation includes
EOS and EOD. But for the deletion of other nodes u(u e F,
u##x), we should make a further decision. If Ny;(u) =N
(u), this means that xBG has included all the possible cores
which contain node u. Therefore, u and related edge can be
deleted from G. Otherwise, u is not deleted. As a result, ev-
ery scan of EOS will cause some edge deletion from G and
the algorithm will converge to empty G.

2.6 Algorithm

From previous definitions, we can construct xBG from
any node x of a topic subgraph and then apply (2, 2) pruning
to xBG. If xBG remains non empty, it is clear that an
xCores-set is found and we output the xCorse-set. Whether
xBG is empty or not, we always delete some edges from the
topic graph. The complexity of the algorithm depends on n
and m, where n is the number of source nodes in EOS and m
is the number of source nodes in EOD. If xBG has sets F
and C, |F| =n and |C| = m, the worst time for (2, 2)
pruning is O(n’ + m’). The pseudocode for an xCores-set
extraction is shown as follows:

Algorithm 1 xCores-set extracting
Extract _ xCoers-set( G) {
While G is not empty {

node x = first item of EOS(G)

Construct xBG from x; //construct xBG

Apply (2,2) pruning to xBG; //Prune xBG with i =
2and j=2

if xBG is not empty

output xBG; //output xCores-set

Update G according to xBG or x;//delete edges
from G

}

}

2.7 Hierarchical clustering of cores

After applying our algorithm to the topic subgraph, we
obtain a set of xCores-sets. Due to overlap between xCores-
sets, we need to combine the section of overlap again. Ac-
cording to hierarchical clustering, two objects will merge if
the similarity is above a threshold. We employ down-top
method to clustering xCores-sets into a dendrogram.

2.8 Evaluation

In order to evaluate the quality of communities, we use
the measure of the quality of a network division defined by
Newman and Girvan, which is called the modularity“”. In
many complex networks, some nodes may belong to more
than one community. Each vertex can be assigned a mem-
bership in a community to solve the problem. In the overlap-
ping community structure, define Q as that in Ref. [ 12].

If there are k communities in total, define a corresponding
n x k' soft assignment matrix U, = {u,, ..., u,} with 0<u,

k
<1 foreach c=1,2, ...,k and Z“m =1foreachi=1,2,
c=1

..., n. With this, define the membership of each community
as V.= {i |u, >A,ie V), where A is a threshold that can
convert a soft assignment into final clustering. A new modu-
larity function Q is defined as

. L TA(V, V) V.V’
0wy = 355 - (Gay) ]

where U, is a fuzzy partition of the vertices into k groups
and
1/ 1/ uic + u'c ..
AV, V) = Y Ew (i, ))

ieV.jeV, 2

u, +(1 —u)

AV, V) =A(V,V,) + > wi))
ieV.,jeV\V,
AV, V) = 3 w(i))
ieV,jeV

This can be thought of as a generalization of Newman’s Q
function. Modularity is widely used in social networks; in a
non-social network, for example, a web graph, is also use-
ful''",

3 Experiment and Result Analysis
3.1 Setup

The collection of datasets is the same as that of a typical
procedure of HITS. We expand it to somewhat. We choose
10 topics for consideration. For each given topic, we submit
it to four popular search engines: www. baidu. com; www.
google. cn; www. yahoo. com; and www. altavista. com.
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The union of four returned results from these engines is S,
Then we expand S, to topic subgraph by including the pages
pointing to and pointed out by the nodes of S, Tab. 1
shows the data we prepared and the xCores-set we found.
Fig. 2 shows three phrases of extracting xCores-sets on “Audi”.

Tab.1 The dataset and xCores-set extracted

Topics ‘ S oot ‘ Nodes Edges xCores-set
Linux 499 34970 46 218 982
Algorithm 495 6204 6332 97
Movie 577 25933 28 117 163
Music 659 41 506 46 649 346
Football 425 13 302 15 464 232
Ajax 503 22 875 24 601 61
Audi 413 12 404 13 867 133
Software 540 40924 44135 196
Wallpaper 576 23252 26 644 318
Stocks 577 27 066 34172 791

(a;.

3.2 Result analysis

In Fig. 3, we show the dendrogram of community “Au-
di”. In the figure, we also show the modularity, which is
aligned with the dendrogram so that one can directly read
modularity values for different divisions of the network. The
figure presents a single peak and the height of the peak is
around 0. 35, which indicates that the network is a typical
community structure. In Fig. 3, we also show the communi-
ties where the modularity has a single peak. Because the
leaves of the dendrogram are bipartite core rather than verti-
ces, in the figure modularity is shown by a broken line after
the leaves. We can see from the results of manual classifica-
tion, Audi homepage, Audi sale, Audi forum and so on have
good divisions in the communities where the modularity has
a single peak.

(b) (c)

Fig.2 Three phrases of extracting xCores-set on “Audi”. (a) Topic subgraph; (b) Pruned subgraph; (c) xCores-set
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A: Audi homepage; o: Audi car and parts dealer; o: Audi forum and club; : Audi news ; %: Others (more than three topics)
Fig.3 The dendrogram of community “Audi”

4 Conclusion

The web, as an enormous information resource, is not only
abundant in content, but also diverse in format. The web is
changing the life-styles of people and it includes more and
more knowledge for human beings. For this reason, search-
ing on the web is an increasingly urgent job. The web com-
munity is a very important characteristic in the structure of
the web and will help people in search of the information
that interests them. This paper focuses on some key prob-
lems in the web community’s discovery and link analysis.
Based on the topic-oriented technology, the characteristics of
the bipartite graph are intensely studied. An x bipartite core
set is introduced to define extracting ways more clearly. By
scanning a topic subgraph to construct an x bipartite graph
and apply (2,2) pruning to it, an x bipartite core set, which
is also the minimum element of a community, can be found.
Finally, a hierarchical clustering algorithm is applied to

many x bipartite core sets and a dendrogram of community
inner construction is obtained. We prove the correctness of
the constructing and pruning algorithm and implement them
in the end. The typical datasets in the experiment are pre-
pared according to the way they are in HITS. Ten topics and
four search engines are chosen and the returned results are
integrated. And we use modularity, which is a measure of
the strength of the community structure that is often used in
social networks, to validate the efficiency of our method.
The experimental results show that our algorithm is effective
and efficient. Future work will engage in the contents of a
page, on both html text and semantic meaning between hy-
perlinks.
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FINT x Z5 B EREANHILT LI 7k B A A TEME x — 58, FZzTBG(,) ZRT B/
B x Z o B RARGRADAE. R, T MBI A x — 5B E R ERREN T FFIAAR AL
MGG R B IERR T M A R T o ik e A ST % T Sk 9236 R R HITS (hyperlink-induced topic search) -
PR RA KRB ER T ik, BFET 10N EARAANH RN EHGELBEGER. RAASM PR AR EH
3B E AR S B R IR AT AR 7 k09 A AU, I8 45 R R A BT R Oy ik R G AT Y.

KW REHGHBSI BRRE BRI E S

hE 5 ES:TP311



