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Abstract: To further enhance the efficiencies of search engines,
achieving capabilities of searching, indexing and locating the
information in the deep web, latent semantic analysis is a simple
and effective way. Through the latent semantic analysis of the
attributes in the query interfaces and the unique entrances of the
deep web sites, the hidden semantic structure information can be
retrieved and dimension reduction can be achieved to a certain
extent. Using this semantic structure information, the contents in
the site can be inferred and the similarity measures among sites in
deep web can be revised. Experimental results show that latent
semantic analysis revises and improves the semantic
understanding of the query form in the deep web, which
overcomes the shortcomings of the keyword-based methods. This
approach can be used to effectively search the most similar site
for any given site and to obtain a site list which conforms to the
restrictions one specifies.
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he world wide web can be divided into the surface web
T and the deep web. The deep web, which is also referred
to as the invisible or hidden web, is related to the surface
web. It can be simply considered as information stored in the
database, and only through the corresponding dynamics re-
sponse to the request in a form can these data be retrieved.
Bergman'" pointed out that the information in the deep web
is approximately 500 times greater than that in the surface
web. Today, only 0. 03% of the content on the web can be
searched. To further enhance the efficiency of search en-
gines, we need to achieve capabilities of searching, indexing
and locating the information in the deep web.

The deep web sites contain heterogeneous database
sources with query interfaces as their unique entrances. Some
what noteworthy, the query interfaces provide us the greatest
information'” . Through a form, we are able to identify the
corresponding database data. We analyze form pages based
on some of the current retrieval technologies. Traditional re-
trieval technologies based on keyword queries have achieved
good results on the surface web but they are not suitable
here since developers may use different words to describe
the same thing. Human beings can distinguish the meaning
of the form by the meanings of the words while machines
cannot. In this paper, we apply latent semantic analysis
(LSA) to the deep web to locate data sources, aiming to ob-
tain the potential semantic relationships of forms and attrib-
utes in the forms. The method can be used to effectively
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search the most similar site for any given site; or to obtain a
site list which conforms to the restrictions one specifies.

1 Related Work

Research on the deep web has been going on for 10
years, mostly dedicated to research and solutions in pattern
matching, query rewriting, and so on. Zhang et al. ' focused
on query conversion, and developed a lightweight field-
based form assistant. Kabra et al. ™ developed a system
which can find appropriate sources for users by allowing
them to input just an imprecise initial query. Some studies
have tried to make classifications of the data resources based
on the analyses of the results returned by submitting some
random queries”™. Raghavan et al. " proposed a hidden
web crawling framework which mainly studied the hidden
web interface rather than automatic query probes. On the
contrary, Ntoulas et al. "' studied generating automatic que-
ries without any interaction. LSA is also a popular study
point in information retrieval ™" mainly to address some of
the issues caused by semantics.

2 Theoretical Basis for Latent Semantic Analysis

LSA can be used to automatically carry out knowledge ac-
quisition and expression''"’. It makes a statistical analysis on
a large number of text sets to extract the contexts and the
meanings of words, and, therefore, it can overcome the
shortcomings of the traditional text-based keyword vector
space model.

From the perspective of linear algebra, LSA uses the fa-
mous matrix theory, with singular value decomposition
(SVD) as its key procedure. SVD has important applications
in the domain of signal processing and statistical analysis.
Given a matrix A, SVD can be used to reduce the dimen-
sions of its rows and columns to K x K. We first present the
relevant theorems and the definitions.

Definition 1 (singular value) A non-negative real num-
ber ¢ is a singular value for A if and only if there exist unit-
length vectors u in k" and v in k" such that: vAv = gu and
Au = gv. The vectors u and v are called left-singular and
right-singular vectors for o, respectively.

Theorem 1 (SVD) Suppose A is an m x n matrix, then
there exists a factorization of the form A = TSD", where T is
an m-order orthogonal matrix and D is an n-order orthogonal
matrix.

Theorem 2 Every matrix has a singular value decompo-
sition.

3 Application of LSA to Query Interfaces

In text retrieval, the three matrices T, S, D that we obtain

after SVD have clearly quite physical meanings. Matrix T is

a word-to-word relational matrix, denoting the relevance be-
tween words. And matrix D is a relational matrix concerning
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the documents. The middle matrix S illustrates the relevance
between the words and the articles. Applying SVD to the
deep web, we construct a mapping between documents and
forms. Such a mapping is fairly reasonable. Then, we begin
to construct a sparse interface-form matrix.

Suppose that we have collected M forms from M corre-
sponding sites which are represented by a set F' = {f,, f,. ...,
ful-Let A={a,,a,, ..., a,} be the set of the attributes that
we obtain from the query interfaces, and X = (n(f;, a,)) ;is a
matrix with an attribute as a row, a form as a column, where
n(f;, a;) is the frequency of the attribute j in the form i. For
simplicity, if form i contains the attribute, then n(f, a;) is
1; otherwise, it is 0. After the SVD, we can calculate the fol-
lowing similarities:

The similarities between the forms, after the singular value
decomposition, are algebraically equivalent to:

XX =(,s)DS)" (1)

The similarities between attributes i and j are calculated by
the inner-product of the line i and j in matrix TS:

XX =(1,8)(TS)" (2)

Finally, the similarity between attribute i and form j is meas-
ured by the inner-product of line i in TS"* and line j in
DS'":

X — (TSI/Z)(DSI/Z) (3)

Here, we need to choose a suitable k. It must be large
enough, so that it can reveal the potential semantic struc-
ture; it must be suitably small enough to avoid bringing too
much noise which affects the results.

New deep web sites will be increasingly added to the
database. For a new site, after manual or automatic attribute
extraction from the form, the new properties and the form
have been added to form a matrix. In order to re-calculate
the metric matrix, the block matrix is given below:

LJ

Xi+a,j+b = [X(v) ‘ 2]

where X” is the original matrix; A is an i X b matrix; B is
an a X b matrix; a is the number of new attributes, and b is
the number of the new forms.

From the characteristics of the block matrix, the corre-
sponding matrix results of X, ; are unchanged after decompo-
sition; thus, we can incrementally conduct the singular value
decomposition, and obtain the new similarity values.

4 Real Data Experiments

The experimental data we adopt is part of the UIUC web
integration repository''”’, which is collected manually and
stored in the form of xml. First, we extract the attributes
from each page of the interfaces with a Java application, and
we choose a group of data in the field of “Automobiles”,
obtaining 210 properties and 97 forms, which forms a 210 x
97 sparse matrix. After processing the attributes form ma-
trix, we obtain the revised relationships between attributes
and forms, the similarities between forms and the similarities
between the attributes. The first ten sites which are most rel-

evant with site 1(http: //www. 1stopauto. com) are listed in
Tab. 1.

Tab.1 The ten sites most relevant to site 1

Rank Index Source name
1 1 http: //www. 1stopauto. com/
2 31 http: //www. cars. com/
3 92 http: //www. stoneage. com/
4 55 http: //www. bigjons. com/
5 30 http: //www. cars. com/
6 77 http: //www. motornet. ie/
7 42 http: //www. cybermotors. com/
8 73 http: //krieger. smartwebconcepts. com/
9 21 http: //www. bigbillybarrett. com/
10 48 http: //www. drive. com. au/

5 Conclusion

This paper proposes a method to locate deep web data
source based on the theory of LSA to revise the relationships
between attributes and forms, the similarities between forms
and the similarities between the attributes. It is proved effec-
tively by the experiment on real data. These results can be
used to provide users with sites that are the most similar to
the site they are visiting, or they can act as a search engine
to return appropriate sites according to the attributes the user
has specified, just by providing some possible words as at-
tributes. Further work is to make the retrieval more accurate
by combining other algorithms to eliminate some ambigui-
ties.
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