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Abstract: A duplicate identification model is presented to deal
with semi-structured or unstructured data extracted from multiple
data sources in the deep web. First, the extracted data is generated
to the entity records in the data preprocessing module, and then,
in the heterogeneous records processing module it calculates the
similarity degree of the entity records to obtain the duplicate
records based on the weights calculated in the homogeneous
records processing module. Unlike traditional methods, the
proposed approach is implemented without schema matching in
advance. And multiple estimators with selective algorithms are
adopted to reach a better matching efficiency. The experimental
results show that the duplicate identification model is feasible and
efficient.
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he duplicate identification problem is a core problem
arising in data cleaning, where different records refer to
the same real-world entity. However, there are some limita-
tions in current duplicate identification methods'"' which are
mostly associated with relational models and based on sche-
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tification for the deep web by analyzing the results returned
from multiple data sources.

1 Duplicate Identification Model for Deep Web

The duplicate identification model is used to find the du-
plicates based on XML with unknown attributes and schema
information. Fig. 1 shows the framework of the model. The
related definitions are described as follows:

Definition 1  Attribute value 7, is the attribute value of
an entity.

Definition 2  Entity record O,, is a result record extrac-
ted from data sources, and composed of all its attribute val-
ues, where m and i are the m-th data source and the i-th en-
tity record, respectively; and j is the j-th attribute value of
the entity record.

Definition 3 Homogeneous records are the results ex-
tracted from the same data source. They have the same sche-
ma (i. e. DOM tree structure) and attribute names.

Definition 4 Heterogeneous records are the results ex-
tracted from different data sources. They have different sche-
mas and attribute names.
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Fig.1 Framework of duplicate identification model for deep web

2 Data Preprocessing Module

Before comparing the extracted results, parsing XML or
HTML data records as the following two parts is necessary:
creating DOM trees and generating entity records.

Creating DOM tree: The approach uses DOM to parse
XML documents as a DOM tree. So, it can manipulate the
DOM trees and the nodes instead of manipulating XML
files.

Generating entity records: The DOM tree structures of que-
ry results from different sites are different, and the schema in-
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formation of each node in the DOM trees is also unknown.
So, all the records need to be transformed into a unified
schema. For the DOM tree of each record, it extracts the text
of the leaf nodes and then builds a set of them. The set is re-
presented as O, = {7,.,> Fias Foizs -+~ 1+

3 Heterogeneous Records Processing Module

The purpose of the heterogeneous records processing
module is to find the duplicates of the extracted results
which describe the same real world entity. The heterogene-
ous records processing module calculates the similarity of
two heterogeneous records by employing a set of special es-
timators distinguished by attribute types. So each estimator
only deals with a certain type of items of the entity records.

3.1 Multiple estimators

In order to reduce the comparison times, it only compares
the attribute values of the same type. The basic idea is that
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the attribute values of each entity record are divided into dif-
ferent blocks according to their types, such as text, numeric
and so on. In this way, one estimator can conduct an effi-
cient evaluation on one type of block.

3.1.1 Similarity evaluation

Given two entity records, a score must be assigned to
them to represent their approximate semantic distance. In our
model, each estimator can only calculate the similarity of
one block in which the evaluated attribute values refer to the
same type. Specific identification strategies can be tailored
by combining the selected matching algorithm on a domain’s
demand.

In our model, multiple estimators with selective algo-
rithms are adopted to reach better matching efficiency. The
implemented estimators cover more data types, such as text,
numeric, etc. And in each estimator, there are various algo-
rithms to calculate similarity. In the following, two imple-
mented estimators are described in detail.

e Text estimator:  This estimator calculates the similari-
ties of character-based blocks, by means of the following
three algorithms: Q-grams'”, Affine gap distance”’, and
Jaro distance'”'.

o Numeric estimator:  This estimator calculates the sim-
ilarities of numeric blocks, such as ISBN. In our model, two
algorithms given in the numeric estimator are as follows: 1)
Accurate distance: When two numeric data n, and n, are the
same, they can precisely judge the two entities as referring to
the same real-world object, such as the ISBN; thus, if two
numbers are exactly the same, the similarity between them is
1, otherwise, it is 0; 2) Range distance: When two numeric
data n, and n, are similar, their margin is less than a thresh-
old 8. And the similarity between two numeric data n, and

—\ 2 —\ 2
n, —n +(n, —n
n, is s(n,, n,) =1—J( Bl 2( 2 =) / n. Where n,

and n, are the values of the two numeric data, and 7 is the
average of n, and n,.

As described above, two kinds of estimators are provided
in our model. Not only can estimators be combined flexi-
bly, but also the algorithm can be selected based on specified
needs. In the future, new estimators can be flexibly added to
our model, and also new algorithms will be easily extensi-
ble.

3.1.2 Similarity combination

Duplicates are identified mainly based on calculating the
similarity between entity records, and we combine the simi-
larity results from different estimators as follows:

1) Aggregation of similarity results: In this step, similarity
values calculated by multiple estimators are aggregated to
form a combined similarity value for each pair of entity re-

cords, which is denoted as s, = z O giname X Sestiname (Fis T1) s
where S is the aggregation of the similarity values from
multiple estimators; w, ;... 15 the weight of an estimator,
and these weights are computed in the homogeneous records
processing module described in section 4, and 5 . (75 7;)
is the similarity value calculated by an estimator.

2) Similarity evaluation: Each similarity value calculated
by an estimator is based on a single data type, so each one is
insufficient to describe the overall similarity of two records.
Consequently, in the second step, all the attribute values of

the entity records are considered as a whole block, and it
calculates the similarity S, ,; between two entity records by
using the tf. idf algorithm.

3) Similarity combination: Finally, the similarity value be-
tween two entity records is the combination of S, and S ,;:

sim(r,, rj) = (Seq + 8¢ idf)/2~
3.2 Duplicates identification

After calculating the similarity of the heterogeneous re-
cords, the module should compare the similarity of records
and obtain duplicates sets as follows:

1) Compare the initial entity records extracted from the
deep web one by one, and then calculate the similarity de-
grees of the entity records.

2) Find the entity records pair with the highest similarity
value as the two nodes of the undirected acyclic graph. Add
nodes to the graph as above, until all the nodes are contained
in the graphs.

3) The process of the consequent entity records extracted
is based on the results of the initial extracted records, the
graph created in 2) and the threshold of the specific domain
given by the expert. For the consequent query results, first,
they are compared with the representative nodes in the
graphs( the node which has the most edges joined with it. ).
After comparing the similarities with all the representative
nodes in the graphs created in 2), the node with the similari-
ty value exceeding the threshold will be added to the graph.
If all the similarity values are less than the threshold, a new
graph will be created and the entity record will be added to
it as a node. As a result, the nodes in a graph are duplicates.

4 Homogeneous Records Processing Module

The DOM tree structure of homogeneous records is the
same as above. We use two kinds of homogeneous records to
calculate the weights of different estimators. Similar homo-
geneous records are similar to each other but do not corre-
spond to the same object; different homogeneous records
have different attribute values and correspond to different
entities.

According to the similar homogeneous records and the
different homogeneous records, the weights of different esti-
mators are calculated. The process is described as follows:

1) The calculation of similar homogeneous records: First,
it calculates the similarity degree s, of corresponding nodes
in the DOM trees by using multiple estimators described in
section 3; secondly, it calculates the sum of the similarity de-
grees of the nodes with the same data types. And then it cal-
culates the average of the sum, and generates the average
similarity of each data type. For a set of homogeneous re-
cords, it calculates the weight of an estimator: @ e = 1 —

( 2 S,;)/n . And the weight of a data type in a specific do-
main also relies on all the homogeneous records, denoted as

! —
esti-name

n-1
1) ( Zwm,me’ ) /n. Where i is the i-th data
i=0

SOUICE; W,y 15 the weight of the estimator relied on in
the records in the data source i; and n is the number of data
sources used.

2) The calculation of different homogeneous records is
similar to that of homogeneous records. We generate the
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weights w, .. based on different homogeneous records.
Finally, the approach generates all the weights of the esti-
mators based on similar homogeneous records and different
homogeneous records together, and the formula is as w
+w"

esti-name

'
=W cgtiname esti-name *

5 Experiments

We adopt a comprehensive evaluation for the proposed
duplicate identification model on 50 complex web databases
over two domains: book and used car.

According to the matching thresholds in a specific domain
given by the experts, there are two clusters of entity records:
duplicates and non-duplicates. The similarity of the dupli-
cates is mainly on [0.4,0.7] and the similarity of non-du-
plicates is mainly on [0, 0. 2]. Fig. 2 and Fig. 3 show the re-
sults of identification with and without noisy attributes. We
can see that the method does improve the overall identifica-
tion accuracy, especially in the book domain. Therefore, re-
moving the noisy attributes before identifying the duplicates
can improve the accuracy and efficiency of identification.
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Fig.2 Result of identification with noisy attributes
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Fig.3 Result of identification without noisy attributes

6 Conclusion

In this paper, we propose a duplicate identification model.
In this model, we address the problem of semi-structured and
unstructured data on the deep web. The problem is crucially
important while identifying duplicates from different data
sources on the deep web. Unlike traditional ones, it is imple-
mented without schema matching. In the future, we will
construct more estimators for our model, and improve the
self-adaptability.
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