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Abstract: A new algorithm based on an FC-tree (frequent closed
pattern tree) and a max-FCIA (maximal frequent closed itemsets
algorithm) is presented, which is used to mine the frequent
closed itemsets for solving memory and time consuming
problems. This algorithm maps the transaction database by using
a Hash table, gets the support of all frequent itemsets through
operating the Hash table and forms a lexicographic subset tree
including the frequent itemsets. Efficient pruning methods are
used to get the FC-tree including all the minimum frequent closed
itemsets through processing the lexicographic subset tree. Finally,
frequent closed itemsets are generated from minimum frequent
closed itemsets. The experimental results show that the mapping
transaction database is introduced in the algorithm to reduce time
consumption and to improve the efficiency of the program.
Furthermore, the effective pruning strategy restrains the number
of candidates, which saves space. The results show that the
algorithm is effective.
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ining frequent itemsets is an essential problem in

many data mining fields. Most mining algorithms for
frequent itemsets are based on Apriori. But these algorithms
have a lot of deficiencies. Therefore, to address the problem
that Apriori produces huge frequent itemsets, Pasquier et al.
proposed the concept of a frequent closed pattern'"’, which
has an exact support count of frequent itemsets and provides
a smaller size of frequent itemsets than that of the frequent
closed pattern. At a present, many algorithms such as A-
Close'"!, MAFIA"', CHARM"', Closet +'"' and FPclose'
have been proposed.

This paper proposes a new efficient algorithm to mine the
frequent closed itemsets. A unique frequent closed pattern
tree ( FC-tree) is developed to organize the frequent item-
sets. The algorithm has the pretreatment of a transaction da-
tabase and stores frequent itemsets in a Hash table, which re-
duces the searching space and time. By using the breadth-
first search strategy, we can decrease the operation of prun-
ing during the process of building the tree and restrain the
number of candidates, which saves space and improves the
efficiency of the algorithm. Comparison experiments show
that the algorithm is much more efficient.
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1 Basic Definitions

Let I =1{i, i, ....,i,} be a set of literals, called items,
and database D = {T,, T,, ..., T, } be a set of transactions.
Itemset X C 7, the support count of an itemset X is the num-
ber of transactions containing the itemset in a database D,
denoted by sup_ count( X). The support of an itemset X is
the ratio of the number of transactions containing the itemset
to the number of all transactions in a database D, denoted by
sup(X). If sup(X) = minsup, called the minimum support,
we denote X as a frequent itemset. In the frequent itemset,
the number of itemsets is denoted as the dimension or the
length.

Definition 1 Let itemset X C I, TC D, we define the
mapping relationship:

1:2' 52", #(X) = {t e T | transaction support itemset X};

i:2"— 2" i(T) = {c el | any transactions contained in T
support itemset c}.

Definition 2 Let itemset XC 7, if i(#(X)) =X and X
is a frequent itemset, then X is denoted maximal frequent
closed itemsets, i. e. , frequent closed itemsets'® .

Definition 3 Let frequent itemset X C 7, for any proper
subset Y of X, being sup(X) < sup(Y), then X is denoted

.. . 7
minimum frequent closed itemsets'”'.

2 Generation of Frequent Closed Itemsets
2.1 Frequent closed pattern tree (FC-tree)

Definition 4 (frequent closed pattern tree) FC-tree’™ "
is a multilayer tree which is based on the support of the fre-
quent itemsets. The node of the tree is denoted as h(?), and
both & and ¢ are frequent itemsets; i. e., every node of the
tree is a frequent itemset. Concurrently, the node also saves
the frequency that users reach the node by the same prefixal
path, i.e., the support of the node. The structure of the FC-
tree is as follows:

TYPE Nodeptr = "Nodetype

Nodetype = RECORD

Currentltem _ gat[ ITEM _NUM] : Integer;
Spareltem[ ITEM _NUM] : Integer;

ChildNum: Integer;

ChildNode[ ITEM _ NUM], FatherNode: Nodeptr;
CurrentNode _ child: Integer;

FrequentNum: Integer

Both Currentltem _ gat[ ITEM . NUM] and Spareltem [ I-
TEM _NUM] are used by saving the current items and can-
didate items. ChildNum denotes the number of the children.
Both ChildNode[ ITEM _ NUM] and FatherNode are pointers
which point out the node’s children and node’s father. Cur-
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rentNode _child denotes that the child is the current node in
the father’s node. FrequentNum denotes the support of the
itemset. [ITEM _ NUM is the number of the items of the fre-
quent transaction database D.

2.2 Using FC-tree to mine frequent closed itemsets

Because the maximal frequent closed itemsets ( frequent
closed itemsets) are the subsets of the frequent itemsets, we
can change the problem of finding all the frequent itemsets
to searching all maximal frequent closed itemsets. Besides,
frequent closed itemsets contain the support of all frequent
itemsets. The process of searching frequent closed itemsets is
divided into two steps:

Step 1 Finding out the minimum frequent closed item-
sets;

Step 2 Confirming the maximal frequent closed itemsets
through the minimum frequent closed itemsets ( frequent
closed itemsets) .

However, before step 1, the database needs to be scanned.
The information of the data, frequencies and transactions is
stored in array. Whereafter, we use a bit vector to obtain the
support of the extended subsets, and make use of the proper-
ties of minimum frequent closed itemsets as the pruning
strategy. Finally, we create the frequent closed pattern tree
first by the breadth, use the tree to save the frequent closed
itemsets, and then determine the maximal frequent closed
itemsets.

Property 1 Let itemset X = {x,, x,, ..., x,} be the mini-
mum frequent closed k-itemset, then any (k — 1) -sub-itemset
is the minimum frequent closed (k — 1) -itemsets.

Deduction 1 The FC-tree contains all the minimum fre-
quent itemsets. If any child node is an infrequent itemset,
then the father node is also an infrequent itemset.

Proof (reduction to absurdity) If father node Freque _
father[ i] is a frequent itemset, then based on property 1, any
subsets of Freque _child must be a frequent itemset. Besides,
Freque _child[ k] is contained by Freque _ child, then Fre-
que _child[ k] must be a frequent itemset too. However, it
conflicts with the given that Freque _ child[ k] is not a fre-
quent itemset. Then, father node Freque _ father[ i] is infre-
quent.

Property 2 Let itemset X = {x,, x,, ..
mum frequent k-itemset, then the support of any (k —1)-
sub-itemset closed must be greater than the support of k-
itemset.

Based on property 2, we can have the algorithm of mining
minimum frequent closed itemsets.

., X, } be the mini-

Algorithm 1 Mining minimum frequent closed itemsets
Input: The quantity and address of the frequent n-item-
sets;
Output: The address of the frequent (7 + 1) -itemsets.
k=0
For i =1 to Frequent Num //Frequent Num is the quan-
tity of frequent n-itemsets in the FC-tree
For j =1 to Children Num //Children Num is the
quantity of Freque _father[ i]’s children
Freque _ child[ k] saves Freque _ father[ /] ’s child node

k++
EndFor
EndFor
Fori=1 to k //k is the quantity of frequent (n +1)-
itemsets

If the frequent of Freque _ child[i] = frequent _ father;

//frequent _father is the father node’s frequent
Delete _node( Freque _child[i]);
Else For j =the position of the father node to the po-
sition of the last frequent n-itemset
If all of the members in Freque _child[{] itemset
< the minimum members in Freque _father[ ;] itemset
Break;

Else If (the max member in Freque _child[ /] itemset >
the max member in Freque _father[j] itemset) && (Freque _
father[j] itemset. Freque _ child[i] itemset) && ( Freque _
child[ i]’s frequent = Freque _father[ ;] ’s frequent)

Delete _ node( Freque _child[i]);
Break;
EndIf
EndFor
EndIf
EndFor

Property 3 Let X be the maximal frequent closed item-
set, then there is the minimum frequent closed itemset Y,
t(X) =t(Y) is available.

Property 4 Let X be the maximal frequent closed item-
set, then i(#( X)) is the maximal frequent closed itemset.

Deduction 2 Let Y be the minimum frequent closed
itemset in transaction database D, then corresponding Y’s
maximal frequent closed itemset is i(#(Y)).

Deduction 3 Let minFCI be a set of minimum frequent
closed itemsets in transaction database D, then maxFCI =
{i(#(Y)) | Y € minFCI}.

Property 5 Given itemset ¥ e minFCI, #(Y) = {TY‘, T,,
.. Ty}, then i(#(Y)) = NT,.

Based on deduction 3 and property 5, we have the algo-
rithm of mining maximal frequent closed itemsets.

Algorithm 2 max-FCIA (maximal frequent closed item-
sets algorithm)

Input: The root node of the tree; transaction database D',

Output: All maximal frequent closed itemsets in D’.

Find all of the minimum frequent closed itemsets Y in the
tree through the root node, and then put Y in minFCI

Y € minFCI

For all Y € minFCI do

MY =T; //MY is used to save maximal frequent closed
itemsets, originally the whole set is T

//T is the set of frequent 1-itemsets of the tree.
For all transactions e D' do
For all Y € minFCI do

If YTt then
MY = MY Ny,
maxFCI = ();

For all Y € minFCI do
MaxFCI = maxFCI U MY
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3 Example of Application

Example Given [ ={1,2,3,4,5,6,7}, the transaction
database D’s content is shown in Tab. 1.
Tab.1 Transaction database D

Tid Itemset
h 1.2,3,4.6
T, 2,4,5,7
T, 1,2,3,4,5,6
T, 1,2,3,4,5
T, 1,2,5,7
T, 2,3,4,5

1) The pretreatment of the transaction database: Given the
minimum support threshold minsup =3/6 =50% , delete the
items which are infrequent items. Therefore, we can obtain
the frequent transaction database D' as shown in Tab. 2.

Tab.2 Transaction database D’

Tid Itemset
T, 1,2,3,4
T, 2,4,5
T; 1,2,3,4,5
T, 1,2,3,4,5
T, 1,2,5
T, 2,3,4,5

2) Generate the minimum frequent closed itemsets: Using
1-frequent itemsets and Hash, we obtain the support of the
child node. According to property 2 of minimum frequent
closed itemsets, the algorithm prunes and builds the tree.
From the root node, we compare the father node with the
child node to their supports. For instance, sup({1}) = sup
({1,2}), delete the frequent itemset {1,2} from C,, then we
obtain the minimum frequent closed 2-itemsets L, = {{1,
31, {1,4},{1,5},{2,3}, {2,4}, {2,5}, {3,5}, {4,5}}. Al-
so, delete the frequent itemsets {1,3,4}, {2,3,4} from C;,
we obtain L, ={{1,3,5}, {1,4,5},{2,3,5}, {2,4,5}, {3,
4,5}}. Therefore, the minimum frequent closed itemsets in
D" are {{1}, {2}, {3}, {4}, {5}, {1,3}, {1,4}, {1,5}, {2,
3}, {2,4}, (2,5}, (3,5}, {4,5}, {1,3,5}, {1,4,5}, {2,3
5}.{2,4,5}, {3.4,5}}.

We can obtain the minimum frequent closed itemsets
which is based on the FC-tree (see Fig.1).
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Fig.1 minimum frequent closed itemsets based on FC-tree

3) Generate the maximal frequent closed itemsets: Given
My, =My =My =My =Mgs =M, =M, =M, =
M(2,3) =M(2.4) :M(z,S) =M(3,5) =M(4,5) =M(1,3,5) :M(1,4,5) =
M(2,3.5) =M(2,4,5) :M(3,4,5) ={1,2,3,4,5}. T, = {1,2,3,4}
because T, supports {1}, {2}, {3}, {4}, {1,3}, {1,4}, {2,3}

and {2,4} in minimum frequent closed itemsets, we modify
M, ,M,,Ms,M,, M,,,M,,, M, and M, ,,, the
pr1n01ple of modification is M, =M, N {1,2,3,4}. For ex-
ample M”) = {1,2, 3,4’5} N {1’2»354} = {]’23 354}’
M(S)’ M(l 510 M(z.sw M(3,5)’ M(4,5)’ M(I,B,S)’ M(1,4,5)v M(2.3,5)’
M, and M, are not changed. Deal with T,, T}, T,,
T,, T, similarly. Finally, we obtain the maximal frequent
closed itemsets: maxFCl =M, UM, UM, U M, UM,
UM(1.3) UM(1,4; UM(l,s) UM(2,3) UM(2,4) UM(2,5) UM(3,5) U
M(4,5) U M(1,3.5) U M(1.4,5) U M(z,s,s) U M(2,4,5) U M(3,4.5) =
{{2},{1,2},{2,4}, (2,5}, {1,2,5}, {2,3,4}, {2,4,5},
{1,2,3,4},{2,3,4,5}}.

4 Experimental Evaluation

To prove the superiority of the algorithm max-FCIA, the
experiments are performed on a PC with 512 MB of main
memory and a Microsoft Windows XP server. We execute
max-FCIA and A-Close. In the experiment, the TI0I4D100K
dataset is used. The database’s characteristics are shown in
Tab 3. The experimental results on databases are shown in
Fig. 2, which demonstrate that the max-FCIA is efficient.

Tab.3 Database characteristics
Database Average length Records
T1014D100K 10 1 000
501
40 4 —o— A-Close

—a— Max-FCIA

0 . . . |
1 5 10 15 20

Minimum support
Fig.2 Time comparison on T1014D100K

5 Conclusion

We present an FC-tree for storing frequent closed item-
sets, propose max-FCIA algorithm for mining frequent
closed itemsets, and improve on the most important tech-
niques. Applying the techniques for mining the maximal fre-
quent itemsets will be our principal work in future.
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