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Abstract: To deal with the problem that arises when the
conventional fuzzy class-association method applies repetitive
scans of the classifier to classify new texts, which has low
efficiency, a new approach based on the FCR-tree ( fuzzy
classification rules tree) for text categorization is proposed. The
compactness of the FCR-tree saves significant space in storing a
large set of rules when there are many repeated words in the
rules. In comparison with classification rules, the fuzzy
classification rules contain not only words, but also the fuzzy sets
corresponding to the frequencies of words appearing in texts.
Therefore, the construction of an FCR-tree and its structure are
different from a CR-tree. To debase the difficulty of FCR-tree
construction and rules retrieval, more k-FCR-trees are built. When
classifying a new text, it is not necessary to search the paths of
the sub-trees led by those words not appearing in this text, thus
reducing the number of traveling rules. Experimental results show
that the proposed approach obviously outperforms the
conventional method in efficiency.
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utomatic text categorization can be defined as assig-
Aning class labels to new texts based on the knowledge
obtained in a categorization system during the training
stage'"!. Several classifiers have been developed and are
widely used, such as decision trees, neural networks, k-nea-
rest neighbors, support vector machines and association
rules. Compared with other methods, categorization based on
class-association rules requires a shorter time for training
and classifying, and the constructed classifier can be easily
understood” . Ref. [3] applied fuzzy association rules to
classify new texts, but it suffers from some weaknesses re-
garding class predictions for new texts. For each new text, it
should match with all the rules in the classifier to determine
the class label, so its efficiency is very low. This paper pro-
poses a fast approach for text categorization. The classifica-
tion rules are stored in a tree structure in which each node
represents a word appearing in the rules. The rules contai-
ning the same word can share the prefix sub-tree and thus
can save a lot of space in storing rules. When a new text is
classified, it is not necessary to traverse the path led by the
word not appearing in a particular text. Thus, the number of
traveling rules is reduced, which means the classification is
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accelerated. For the case of classifying multiple texts once,
the efficiency is obviously improved.

1 CR-Tree

The CR-tree ( classification rules tree) has been introduced
in several papers. Ref. [4] applied the CR-tree to store clas-
sification rules. In Ref. [4], the mined classification rules are
simple and contain little information, so the constructed CR-
tree is simple. Ref. [5] presented a text categorization meth-
od based on class-association rules with frequencies of
words. The classification rules stored in a CR-tree contain
not only words, but also the frequencies that words appear in
texts. A frequency corresponds to a word and it is real-val-
ue, certain and exclusive. When the rules are inserted into a
CR-Tree, the frequencies should be reserved with the words.
The construction procedure is similar to that in Ref. [4]. Al-
though the frequencies are taken into account, the construc-
tion difficulty of the CR-tree is not increased.

2 FCR-Tree
2.1 Construction of FCR-tree

The fuzzy associative classification method proposed in
Ref. [3] also considers the frequencies of words, but their
disposal is different from those in Ref. [5]. In Ref. [3], the
frequencies are expressed by the weights of words. The
weight domain is partitioned into three fuzzy sets, and three
linguistic terms: f ( which means the weight is big), m (the
weight is middle), and n (the weight is small) are defined to
describe them separately. The form of the fuzzy association
rules is shown as follows:

(wiym), (wy,n) =C, (1)
(Wi f). (wyum) = C, (2)
(wy,m), (wy,n), (wy, f) = C, (3)
(W £ wson) (wg, ) = € (4)

Different rules can contain the same word, but the weights
belonging to the word are different, such as in the first two
rules above. To avoid the repetition of the same word, when
building a rules tree, we build three branches for each word,
one word corresponding to one fuzzy set. For example, in-
serting the first two rules in the tree, we only need to store
w, once. But because these fuzzy sets where w, corresponds
these two rules are different, we need to store w, in w,’s
branches m and f, respectively, and then build three bran-
ches for w,. We store the support information of the rules in
the branch corresponding to w,’s fuzzy set. That rules tree is
called an FCR-tree (fuzzy classification rules tree) .

As three fuzzy sets are defined in Ref. [3], we set three
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branches for every node in an FCR-Tree. If all the rules in a
classifier are stored in a tree, a huge tree may be generated,
which increases the difficulty of construction and rule re-
trieval. To solve this problem, we refer to Ref. [6] to con-
struct multiple FCR-trees. The classification rules are divid-
ed into subsets by the number of words existing in the rules.
A k-FCR-tree is constructed for a subset, where k is the
count of words existing in the rules. In Ref. [3], it is neces-
sary that the number of words in the classification rules
should be two at least, so we start with a 2-FCR-tree. The
construction process can be described as follows:

1) All the words existing in a classifier are sorted accord-
ing to their frequencies. The order is denoted as S.

2) The words in each rule are sorted according to S.

3) A 2-FCR-tree has a root node, which is set to null.

4) The first words appearing in the rules which only con-
tain two words are registered in the first layer of nodes in
the order of S.

5) Three branches are set for each node in the first layer,
which correspond to three fuzzy sets f, m, n, respectively.
Their values are initialized as 0.

6) For each rule R’ having two words, the node corre-
sponding to the first word w, in R is found in the first layer
of the 2-FCR-tree. If the fuzzy set associated with w, in R’ is
l,, the value of [, in the 2-FCR-tree should be changed to 1.
Then the second word w, in R” is stored in a second layer of
node the in [, path.

7) For each node in the second layer, three branches are
set up for them in the same way. The class label as well as
the support and confidence of R’ are registered at the last
node in the branch corresponding to the fuzzy set associated
with w,. We give an identifier to each rule in the 2-FCR-

The fuzzy sets corresponding -
to the first layer of nodes

tree, which is useful for the construction of a 3-FCR-tree.

8) For a 3-FCR-tree, the root node is set to null, and the
rules consisting of three words are determined.

9) For each rule R’ having three words, it is required to
judge whether R’ contains any rule in the 2-FCR-tree. If it
contains a rule in the 2-FCR-tree, the identifier of the rule in
the 2-FCR-tree can be stored in a first layer of a node in the
3-FCR-tree, which can avoid storing repeated information.
And then the remaining word in R’ is inserted into the tree
as a child of this node. The information of R’ is registered at
the last node. When classifying a new text, if a rule in the 2-
FCR-tree does not match with it, it is not necessary to travel
the path led by the rule’s identifier in the 3-FCR-tree, which
can reduce the count of traveling rules.

10) If R’ does not contain any rule in the 2-FCR-tree, it is
inserted into the 3-FCR-tree following the construction steps
of the 2-FCR-tree. For building a 4-FCR-tree, an identifier is
also given to each rule in the 3-FCR-tree.

11) Following the operations above, a k-FCR-tree( k < the
largest number of words in the rules)is built in turn.

Fig. 1 shows the structure of a 2-FCR-tree. In general,
with the increase of words appearing in the rules, the number
of rules will decrease, that means the sharing information is
reduced. Besides, the more words the rules contain, the more
complex the construction of the FCR-tree is, which increases
the difficulty of tree-building and rules retrieval. Therefore, a
construction threshold a is set. Before building a k-FCR-tree
(k=2), where the number of the rules containing k words is
larger than a is judged. If this condition is satisfied, the rules
tree is built, or the rules are stored as they originally ap-
peared.

—a—The first words of the rules are
registered in the first layer

of nodes

< The second layer of nodes

<« The fuzzy sets corresponding
to the second layer nodes

< The class label as well as the support

and confidence of rules are
registered at the last node

Fig.1 The structure of 2-FCR-tree

2.2 Text categorization based on FCR-tree

After the FCR-tree is completed, it is ready to classify
new texts. The classification algorithm based on the FCR-
tree can be described as follows:

Algorithm TC _FCRT ((t, FCR-tree)//Text categoriza-

tion based on FCR-tree

Input: k-FCR-trees(k =2); a new text of the form #:
{({w,, 1), ..., {w,, 1)}, where w, is a feature term of ¢, and
[, is a fuzzy set.

Output: Class label is assigned to the new text ¢.

Method:
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1) Travel the 2-FCR-tree first;

2) For each node w, at the first layer of the 2-FCR-tree

3) {If w, appears in ¢

4) According to the weight of w, in ¢, search the three
branches of w, to judge whether the value of the fuzzy set
corresponding to the weight is 1;

5) If the value is 1

6) { Continue to travel down, and judge whether
the nodes at the second layer in this path appear in t;

7) If the node w, at the second layer appears in ¢
8) { According to the weight of w, in ¢, search

the three branches of w, to judge whether the value of the
fuzzy set corresponding to the weight is 1;

9) If the value of the fuzzy set is 1 //This
rule matches 7.
10) Record the identifier as well as the class

label, support and confidence of this rule; }}

11) If the value is 0

12) Stop searching down, and change to judge the
next node at the first layer; }

13) The retrieval over the 2-FCR-tree is completed, and the
3-FCR-tree is traveled in succession;

14) For each node n, at the first layer of 3-FCR-tree which
registers rule’s identifier

15) If n, is a rule’s identifier which has been recorded
when the 2-FCR-tree is traveled
16) Following the operations 5) to 10) to determine

the children of n,;

17) For each node w, at the first layer of the 3-FCR-tree
which registers a word

18) Apply the similar operations as when traveling the
2-FCR-tree to search the path led by w,;

19) Do the above steps to travel the k-FCR-tree in turn;
20) For each rule not saved in the FCR-tree

21) Match it with ¢ directly;

22)Based on the information of the matching rules with ¢ to
predict classes for t. //Apply the class prediction method
applied in Ref. [3] to assign classes to new texts

3 Experimental Results and Performance Analysis

Experimental data comes from a Chinese text database of
Fudan University. The database is divided into a training set
and a testing set. The categories of the texts contained in the
training set and the test set are equal. We only test nine cate-
gories carrying out the experiment. The repeated and the in-
complete texts are pruned. Tab. 1 shows the numbers of texts
of each category in both the training set and the testing set
after pruning. We apply the method proposed in Ref. [3] to
train a classifier. The obtained classifier consists of 6 562
fuzzy class-association rules.

In order to objectively evaluate our approach, we compare
it against the classifier-scan method applied in Ref. [3]. The
testing set is divided into six subsets, in which the numbers
of texts are almost equal, and two random subsets have no
intersection. Experiments are conducted on them using two
methods: a classifier-scan method and our proposed method.
The classification results of the two methods are identical.

We mainly report the execution time, which is shown in
Tab. 2.

Tab.1 Text database

Number
Category — -
Training set Testing set
Agriculture 842 841
Environment 805 797
Computer 1007 1004
Politics 974 973
Space 497 490
Art 509 513
History 466 468
Economy 1355 1358
Sports 1171 1178
Total 7626 7622
Tab.2 Experimental results
Number of Runtime/'s

.. - Correct rate/ %
training subsets Classifier-scan method Our method

1275 2209 188 71.3
1273 2273 176 78.3
1270 2401 171 76.7
1269 2234 170 75.7
1268 2295 178 71.5
1267 2166 166 77.0

From Tab. 2, there are obvious differences in the execu-
tion time. Although with our method, the FCR-tree should
be built before classifying new texts, the time spent on con-
struction is trivial. In our experiment, it costs 20 s to insert 6
562 rules into the FCR-tree. Relative to the classification
time saved by our method, the building time can almost be
ignored. Moreover, so long as the training set has no
change, the FCR-tree is built only once. As can be seen, the
method proposed in this paper is more efficient than the tra-
ditional method.

4 Conclusion

With the conventional classification method, the classifier
is used to predict class labels directly. For each new text, the
classifier should be scanned once, thus the efficiency is very
unsatisfactory. This paper proposes a new technique for text
categorization. All the rules in the classifier are stored in the
FCR-tree. The compactness of the FCR-tree saves significant
space in storing a large set of rules when there are many
shared words in the rules. In addition, when a new text is
classified, it is not necessary to search the path led by the
word not appearing in this text in the FCR-tree, thus reduc-
ing the number of traveling rules. Because the information
contained in fuzzy associative classification rules is more
than that contained in general rules, the structure of the
FCR-tree is different from that of the CR-tree. To deal with
the problem of the complex construction of the FCR-tree,
more FCR-trees are built. Experimental results show that our
method is feasible and the classification efficiency is obvi-
ously improved.
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