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Abstract: In order to mine production and security information
from security supervising data and to ensure security and safety
involved in production and decision-making, a clustering analysis
algorithm for security supervising data based on a semantic
description in coal mines is studied. First, the semantic and
numerical-based hybrid description method of security
supervising data in coal mines is described. Secondly, the
similarity measurement method of semantic and numerical data
are separately given and a weight-based hybrid similarity
measurement method for the security supervising data based on a
semantic description in coal mines is presented. Thirdly, taking
the hybrid similarity measurement method as the distance criteria
and using a grid methodology for reference, an improved CURE
clustering algorithm based on the grid is presented. Finally, the
simulation results of a security supervising data set in coal mines
validate the efficiency of the algorithm.
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‘x 7 ith the fast development in information-based con-

structions, coal mines produce a large number of da-
ta resources appearing in the forms of text, drawings, numer-
ical data, audio data and images, which contain a richness of
information resources related to production and life. Ref. [1]
presented a semantic description model of complex multi-
source data in coal mines and the hybrid similarity measure-
ment, it solved the elementary problem of how to describe
complex multi-source data in coal mines. But how to discov-
er the useful information about safety production and man-
agement which can guide production safety and enhance
economic efficiency from the obtained security supervising
data in coal mines becomes very necessary.

In view of the above, combined with the clustering analy-
sis method, this paper presents a clustering analysis algo-
rithm for security supervising data based on semantic de-
scription in coal mines. The corresponding description of
the algorithm is given and simulation results of the algorithm
validate its efficiency.

1 Semantic and Numerical-Based Description of
Security Supervising Data in Coal Mines

Ref. [1] presented a description model of security super-
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vising data based on semantic and numerical data in coal
mines, which not only overcame the boring character of the
description by numerical data alone, but also avoided the
complex character of the description only by semantics. So it
presented the coal mine data’s character of multi-source and
complex and provided a powerful tool for further in-depth
study. The description model used a tree structure to describe
and obtain the location of numerical concepts and their rela-
tionships. Meanwhile, the nodes in the tree were attached
with some numerals which denoted different attribute values
at this location. The specific structure is shown in Fig. 1.
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Fig.1 Semantic-and numerical-value-based data description

2 Semantic and Numerical-Based Hybrid Similari-
ty Measure

At present, the semantic similarity research is divided into
two groups. One refers to the semantic-distance-based meas-
ure, where the shorter the semantic distance between two
concepts within the dendriform structure is, the more similar
the concepts are; while the other is based on the information
quantity of the two concepts, where the more shared infor-
mation they have, the more similar they are'”'.

Ref. [1] used the second way to measure the semantic
similarity in the semantic description of the supervising posi-
tion in coal mines. As Resnik et al. pointed out, the more
shared information two concepts have, the more semantically
similar they are; this can be described as follows'"™":

sim(c¢;, ¢;) = max [ —logP(c)]

ceS(e,c)

(1)
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where P(c¢) = count/sum, count represents the number of
subsets of concept ¢ and sum refers to the number of the
concepts belonging to the same ontology. Thus, — logP(c¢)
expresses concept ¢’s information quantity and S(c,, c;)
stands for the collection of concepts of the original positions
of ¢, and cjm.

However, Eq. (1) presents the semantic similarity
ignoring the concept information quantity, so its character-
ization is not comprehensive enough. Based on Eq. (1), Lin
put forward a new similarity measurement which has a rela-
tionship with not only their common origin but also with the
quantity of information they contain, described as'"!

2 x max [ —logP(c)]

ceS(c,c)
log(P(c,) +P(c,)) 2)

sim(c,, ¢;) =

where P(c), P(c;) and P(c;) refer to the occupancy of the
subsets within the same ontology, respectively.

For the similarity measure of the numerical data, the gen-
eral Minkowski distance is selected among various measures
to describe the numerical similarity of the multi-dimension-

ality in coal mine data. It can be denoted as follows'":

17k

LD = (3 5, -y, 1Y) 3)

where X = (x,, x,, ..., x,) and Y =(y,, y,, ..., y,) refer to
the d-dimensional data in coal mines to be supervised re-
spectively while k is a positive integer.

Through the above conceptions of semantic similarity
measures and numerical similarity measures, it is not diffi-
cult to obtain an effective measurement which combines
these two similarity measures. The Minkowski distance, such
as organic complementarities to numerical value measures, is
applied in computing dimensional properties similarity of da-
ta in coal mines. It can be of help to describe the similarities
among different position concepts via the semantic-based
similarity formula as

d(R,R) =al(X,Y) +(1 —a)sim(c,, c,) (4)

where L, (X, Y) and sim(c,, ¢,) are computed respectively
via Eq. (1) and Eq. (3),0 < a <1, accounting for the
weight occupancy of the numerical value property and the

position concepts within coal mine data similarity'".

3 Clustering Algorithm for Security Supervising Da-
ta Based on Semantic Description in Coal Mines

Based on the similarity measure of semantic description of
the security supervising data which has been discussed in
section 2, such as a basic distance criteria for clustering, this
paper makes use of the improved CURE algorithm for clus-
tering analysis for semantic description of the security super-
vising data. In order to improve efficiency, with the charac-
teristics of the security supervising data in coal mines, it can
use the gird algorithm as a reference. First, data space is di-
vided into some small regions, and each region is treated as
an initial clustering whose number of objects in it has
reached a certain amount, but the rest of data is still the
same as those of the separate categories. After this regional
division, the clustering is accomplished by implementing

other steps of the CURE algorithm"'.
3.1 Division of the original categories

D is a d-dimensional data space, and each dimension of D
is divided into k,, k,, ..., k, regions; namely, the i-th dimen-
sion is divided into k,(1 <i<d) parts. Then a regional cell
can be denoted by a d-dimensional array as cell = C[s,][s,]
...[s,], where s, is the s,-th region in the i-th dimension, and
the value of s, is between O and k, — 1. We consider that cell,
=C,[i,114,]...[4,] and cell, =C,[j,11[j,]...[j,] are neigh-
bors if they can satisfy the following conditions"":
p=v(1<v<d)

p=12,..,v,v+1,...,d

{i,,—j,,=1

L, =]y

According to the two-dimensional data space and the three-
dimensional data space, it is considered cursorily that there
are 2-D adjacent cells in the d-dimensional data space. How-
ever, not only the number of regions is greatly reduced, but
also the increasing relationship among the number of regions
and dimensions are changed from an exponential growth into
a linear growth, so it can reduce the time required for run-
ning the algorithm.

3.2 Algorithm description
3.2.1 Dividing data space

Scanning the data set, the dividing intervals of each di-
mension according to the average distance of the adjacent
data points are obtained. The processes for dividing each di-
mension are as follows:

1) Sort the data points, and obtain the ranges for each di-
mension.

2) Obtain the intervals between adjacent data points, and
record each interval value and the number of times they oc-
cur.

3) Obtain the dividing interval, which is an integer nearest
to the value calculated by the following formula:

L
2 Inv,m,

W, =round| ““—— + bz
2 m
t=1

where s, is the dimensional ID, W is the dimensional divid-
ing interval; [, is the number of different dividing intervals
in 5,. The value of each interval and the corresponding num-
ber is in v, and m,, where b, is the step value for the i-th di-
mension and z is a manual parameter.
3.2.2 Establishing Hash table H

Scan the dataset for a second time and record the regional
information where each data point is in the Hash table H.
When each data point is recorded, the regional cell of this
point should be calculated first, and then the corresponding
regional cell and the data point are mapped into the table H
using the Hash function. If there is no record in a regional
cell of this data point, the relevant information will be put
into table H. The corresponding count 1 and count 2 will be
counted as well. If the regional cell of this data point has
been recorded in table H, we will just make an operation on
the corresponding count 2.
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3.2.3 Judging whether regional cell is empty

Check the count of every regional cell in the Hash table;
judge whether it is an empty regional cell, and mark the
empty regional cell. After the judgment of all the regional
cells, all the empty regional cells can be deleted.
3.2.4 Data structure conversion

After completing the partition of a region, we need to add
the information of the initial clusters stored in the regional
cell and the single cluster appearing as an individual into the
k-d tree and the heap Q of CURE.
3.2.5 Continue to implement the CURE algorithm

On the basis of these initial clusters and the remaining
single clusters, the CURE algorithm continues to be imple-

mented.
4 Simulations

In order to analyze the performance of the improved algo-
rithm conveniently, this paper selects security supervising
data in coal mines as experimental objects which are listed
in Tab. 1. One group of data is of two dimensions including
gas chroma and the location of gas sensors. The other group
is of four dimensions which still contains temperature and
the position of temperature sensors as well as gas chroma
and the location of gas sensors'” . The results comparing the
data mining performance of CURE with the improved CURE
are given in Tab.2 and Tab. 3.

Tab.1 The status of dataset

Data dimension Records Attribute
Two dimension 38 805 Gas chroma and the location of gas sensors
Four dimension 53 255 Gas chroma and the location of gas sensors, temperature and the position of temperature sensors
Tab.2 The results of two-dimensional data (k =5)
. Cluster
Algorithm -
Cluster one Cluster two Cluster three Outlier
CURE 9773(25.18%) 15213(39.20%) 13727(35.37%) 92(0.24%)
Improved CURE 11 131(28.68%) 14 519(37.42%) 13107(33.78%) 48(0.13%)
Tab.3 The results of four-dimensional data (k =5)
. Cluster
Algorithm -
Cluster one Cluster two Cluster three Outlier
CURE 12 350(23.19%) 36213(68% ) 4521(8.49%) 171(0.32%)

Improved CURE 9549(17.93% )

39 289(73.78%)

4327(8.13%) 90(0.17% )

Comparing the results of the two algorithms, we can ob-
tain that the three major clusters are relatively stable when k
=15, while the other two small clusters can be considered as
some noise data which is not eliminated completely because
of their small proportion. Thereby, the clustering results will
be able to reflect the real situation when k =5. Three major
clusters represent three kinds of distribution of supervising
data, while the other two small clusters can be ignored. It
does not affect the final analysis. Combined with the relevant
experience and knowledge of coal mine fields, three clusters
can be defined as high-risk datasets (28. 68% ), normal data-
sets (37.42% ), and low-risk datasets (33.78% ), respec-
tively, after inspecting the bounds of the three kinds of da-
ta. High-risk datasets indicate that in working face the fol-
lowing phenomena, such as poor underground ventilation,
the gathering of corner gas, abnormal gas prominence, in-
creased local temperature and so on, possibly occur. Under
such circumstances, it can lead to the occurrence of major
incidents if there is mechanical or electrical fire, blasting
open flame or other sources of fire. However, the normal
datasets and low-risk datasets have little opportunity to occur
in such situations. Consequently, we should pay particular at-
tention to the high-risk datasets and take all necessary meas-
ures to reduce the emergence of such datasets.

5 Conclusion

In allusion to the characteristics of the security supervising
data based on semantic description in coal mines, first, the

semantic and numerical-based hybrid description method of
security supervising data in coal mines is described. Second-
ly, the similarity measurement method of semantic and nu-
merical data are given and a weight-based hybrid similarity
measurement method for the security supervising data based
on the semantic description in coal mines is presented.
Thirdly, taking the hybrid similarity measurement method as
the distance criteria and using a grid methodology for refer-
ence, an improved CURE clustering algorithm based on the
grid is given. Finally, the simulation results of a security su-
pervising data set in coal mines validate the efficiency of the
algorithm.
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