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Abstract: A novel fuzzy linear discriminant analysis method by
the canonical correlation analysis (fuzzy-LDA/CCA)is presented
and applied to the facial expression recognition. The fuzzy
method is used to evaluate the degree of the class membership to
which each training sample belongs. CCA is then used to
establish the relationship between each facial image and the
corresponding class membership vector, and the class membership
vector of a test image is estimated using this relationship.
Moreover, the fuzzy-LDA/CCA method is also generalized to
deal with nonlinear discriminant analysis problems via kernel
method. The performance of the proposed method is demonstrated
using real data.
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inear discriminant analysis(LDA)'" is one of the most
Lpopular feature extraction methods in the statistical pat-
tern recognition field, which aims to find the optimal dis-
criminant vectors that maximize the ratio of the between-
class scatter to the within-class scatter of a given data set.
LDA has been successfully used in many recognition prob-
lems such as face recognition, image retrieval, facial expres-
sion recognition, and so on. The traditional LDA method is
always derived under the assumption that each training sam-
ple belongs to one class. However, there are some cases such
as facial expression where each training sample may belong
to more than one class category, so that the traditional dis-
criminant analysis method may not be successfully used. For
example, in the facial expression recognition task, each facial
image may contain all the six basic facial expressions ( hap-
piness, sadness, surprise, anger, disgust and fear) . Thus, it is
not very reasonable to simply classify each facial image into
only one of the six basic expressions. Recently, Kwak and
Pedrycz'” proposed a fuzzy fisherface approach for face rec-
ognition. They proposed to incorporate a gradual level of as-
signment as a membership grade to each class such that the
discrimination helps to improve classification results. Com-
pared with the traditional fisherface approach'”, however,
the fuzzy fisherface approach, in nature, is still limited in the
traditional LDA framework, and the formulations are also
similar to those of the fisherface approach. The major differ-
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ence between the fuzzy fisherface and the traditional fisher-
face lies only in the calculation of the mean of each class
sample.

This paper proposes a novel fuzzy linear discriminant
analysis method via canonical correlation analysis' ( fuzzy-
LDA/CCA) to recognize facial expressions. CCA is a meth-
od to correlate the linear relationships between two multidi-
mensional variables. More specifically, let {x,y} € R"*" be
two random multidimensional variables, then the CCA meth-
od aims to find a pair of directions w, and e, such that the
correlation p (x, y) between the two projections wj x and
a)yT y is maximized. Discriminant analysis using CCA was
proposed by Barker et al.'”'. However, their method only
simply used a dummy matrix representing class member-
ship, which may obtain the similar discriminant performance
of LDA. Similar to the fuzzy fisherface method, the fuzzy K-
nearest neighbor method( fuzzy K-NN)is used to design the
class membership of each training sample. Therefore, the
fuzzy-LDA/CCA method fully utilizes class membership in-
formation for the discriminant analysis. On the other hand,
we use the least square regression( LSR) technique to estab-
lish the relationship between the input data and the corre-
sponding class membership data, and then assign the class
index according to the class membership data.

The kernel method has been popularly studied in recent
years to solve the nonlinear feature extraction or classifica-
tion problems'” . The basic idea of the kernel-based learning
algorithm is to map input data into a high dimensional repro-
ducing Hilbert kernel space ( RHKS) and then perform the
same learning methods as those in the input data space,
where the computational problems in RHKS can be solved
via kernel method. The typical kernel based learning algo-
rithms are kernel principal component analysis( KPCA)'",
generalized discriminant analysis( GDA)'™', and kernel ca-
nonical correlation analysis( KCCA)'"', etc. This paper also
proposes the kernel version of the fuzzy-LDA/CCA method
via the kernel method, for conducting the nonlinear discrimi-
nant analysis problems.

1 Canonical Correlation Analysis( CCA)

Let {x,y} € R"*" denote a pair of random multidimen-
sional variables. Then the goal of CCA is to find a pair of
directions @, and @, such that the correlation p(x,y) be-
tween the two projections e,x and e,y is maximized'’,
where

E{w,xy' w,)}

VE{oxx' o} E{w, yy' o,}

p(x,y; w,, w) =
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o, E{xy" o,

(1)

o, Elxx"}o, /o, E{yy" o,

Let {x;,y,},_,, y be N observations of x and y, respec-
tively. Then CCA aims to solve the following optimization
problem:

{w,,w } =argmax p(x,y; w,, w,) =
w0, 0,

arg max

, o,

wIXYTwy
e o) @
«/wl XX wx «/wy YY wy

where X = {x,,x,, ..., x,}, Y ={y,.¥,, ..., ¥y }. The optimi-
zation of Eq. (2) can be solved using the Lagrangian ap-
proach, where the corresponding Lagrangian is

Mo, XX 0, —1)
2

Lw,, o, \,n) =, XY 0, -

wo, YY' &, —1)
2

(3)

Taking derivatives of L with respect to w, and w, and setting
to zeros, we obtain

% = XY'w, - AXX'w, =0
aL T T
2= =YX 'w, —uYY =0 4
o, @x THED @ 4
From Eq. (4), we obtain
n=A
(YY" 'yx"
W, =" O,
M
and
XY (YY) 'YX'w, = VXX o, (5)

The generalized eigenequation (5) can be transformed into a
symmetric eigenproblem by applying a complete Cholesky
decomposition approach to matrix XX

2 Fuzzy-LDA/CCA
2.1 Formulations

Let {x,, s{}i:1_2,___,N;j:1,2_____p be a training data set with N
samples belonging to c classes, where each training point x,
e R" is associated with ¢ coefficients sf( j=1,2,...,¢) indi-

cating the membership under the constraint z sl =1.Lety,
j=1

= {s},57,...,s{}" . Suppose that {(e,, @)}, is the ¢

pairs of directions of the two variables x, and y, using the
CCA approach. Let

1

oy}

(6)

P, ={o, @, ..o}, P ={o, o,

Leta,and b,(i=1,2, ..., N) be the projections of x, and
y,(i=1,2,...,N) onto P, and Py, respectively. Then we
have a, =P, x,,b, =P, y,. Assume that there is a mapping
function f( +) such that f(a) = b, where a and b are the pro-

jections of x and y onto P, and P, respectively. In this pa-
per, we simply assume that f is a linear transformation since
precisely solving the mapping function is a difficult task.
Thus, we obtain that there exists a # by # matrix P such that

Pa =~ b (7)

The least square regression approach is used to derive the
expression of P. Let

&(P) = |Pa -b|} =a'P'"Pa-a'P'b-b'Pa+b'b
(3)

The optimization is performed by setting the partial deriva-
tive of ¢(P) with respect to P equal to zero:

de
P

=2Paa" —2ba" =0 9)

From Eq. (9), we obtain that Paa’ =ba'.LetR,, = E{aa"}
Ly, 1 I

= WZ‘ aa;, andR,, =E{ba } = W; b.a; . Then we ob-

tain that the transformation matrix P can be estimated by

(10)

Let x(est
class membership vector. Let a
of x

and y,_, be a test sample and the corresponding
« and b be the projections
and y . onto P, and P, respectively. Then we obtain

test

test
7 T
Pa, =b a,, =P, x

test test? test test?

blesl = P; Vst (11)

From Eq. (11), we obtain PP x = PyT Y. Thus, we obtain
Ty -1 DT

Veu = (P,P,) "P,PP x, (12)

Let y! , denote the i-th element of y,_, then the index of the
most matched expression class of the test image is

¢’ =argmaxy,, (13)
2.2 Assigning class membership using fuzzy K-nearest
neighbor

The fuzzy-LDA/CCA method requires that each training
point x, is associated with a class membership vector. We
adopt the fuzzy K-NN method"™'" to do this task. Consider-
ing that the fuzzy K-NN algorithm needs defining a distance
metric to calculate the class membership of each data point,
we use the following Euclidean norm as the distance metric
d(x;, x,) for any two points x, and x;, where

d(x,-,x,-) = (x, _x,-)T(xi —xj) =

X, X, —2x X, + X, X, (14)

Fuzzy K-NN algorithm

Input data: the training samples x;; the number of neigh-
bors k.

Output data: the fuzzy class membership s’.

1) Compute the distance, denoted by d,j =d(x, x/.) , be-
tween any two points x; and x,.

2) Let D be an N x N matrix whose elements are com-
posed of d;;. Set the diagonal element of D to be infinite.
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3) Sort the elements of each column of D in an ascending
order. Collect the class labels of the patterns located in the
closest neighborhood of the pattern under consideration( here
we are concerned with “k” neighbors).

4) Compute the degree of membership of the j-th sample
to the i-th class using the following approach: If i is equal to
the class label of the j-th training sample, then s, =0. 51 +
0.49 (n'/k); otherwise, then s =0.49 (#n//k), where 7
stands for the number of the neighbors of the j-th sample be-
longing to the i-th class.

3 Fuzzy-KDA/KCCA Method

Let @ be a nonlinear mapping that maps R" from the in-
put space into a Hilbert space F,i.e., @: R"—F, x—®(x),
where the inner product of any two points @(x) and ®(y)
can be computed via the kernel function k(x,, x;): k(x,, x,)
=(P(x,)) T<15(x_,.). In this case, our goal turns to solving the
pair directions of w,,, and w,, such that the correlation
p(@(x),y)is maximized:

p(D(X).y: Wy, » @,) =
Wy DY w,

V@ DX (D(X)) @y, /o) YV w0,

where @(X) = {P(x,), D(x,), ..., D(x,)}. The optimiza-
tion problem in Eq. (15) can also be solved using the La-
grangian method. For more details, see Ref. [ 11]. Suppose
that {(w;n, w;) }:., are the ¢ pair directions of KCCA. Then

according to Ref. [11], we know that ‘”ipm can be expressed

(15)

as @y, = P(x)q,, where , is an N dimensional vector.

Wy ], P, =[w,, ..., w,], and
,»a,]. Then we obtain that P, = d(X)A. Let
) and y, be a test sample and the corresponding class
and b_, be the projections of

Now let P, = [@y,) s ---
A=[a,...
q)(xlest
membership vector. Let a

test test

&d(x,,) and yIest onto P, and P, respectively. Then we ob-
taln atest - d)(x) (xleﬂ) = A Kleil and blest = P:vr y(esl’ Where
K. =(®(X))"®(x,,)can be computed via the kernel

function. According to Eq. (12), we know that y . can be
estimated by

ylcs( = (P P ) _IP PPtp(x) d)(xtcsl) :(PyP)T) _IPyPATchsl
(16)
where P is estimated by the same method as Eq. (10). Mo-

reover, it is notable that the distance metric in Eq. (14)
should be replaced by the following formulation:

d(x,x) = J(D(x) —D(x)) " (D(x) -D(x)) =

k(x,,x,) —2k(x,,x;) +k(x;,x,) (17)

4 Experiments

In this experiment, we use the Japanese Female Facial Ex-
pression( JAFFE) database'*""! and the facial expression im-
age set of Ekman and Friesen''", respectively, to test the
proposed method ( fuzzy-KDA/KCCA) . The monomial ker-
nel and the Gaussian kernel are respectively used in the
fuzzy-KDA/KCCA approach, which are respectively defined
as follows:

1) Monomial kernel
k(x,,x;) = (x! x;) ¢

where d is the degree of the monomial kernel.
2) Gaussian kernel

2
k) = 750
o

where ¢ is the parameter of Gaussian kernel.

The JAFFE database contains 213 facial images covering
all the seven facial expressions( happiness, sadness, surprise,
anger, disgust, fear and neutral) posed by 10 Japanese fe-
male. Each subject has two to four images for each of the
seven expressions. The original images are all sized pixels
with a 256-level gray scale. The database of Ekman and
Friesen contains 110 images consisting of 6 male and 8 fe-
male subjects. Each subject has at most one to two images
for each of the seven expressions. The each image consists
of pixels with a 256-level gray scale. In the preprocessing
stage, we manually locate 34 landmark points from each fa-
cial image by referring to the method in Ref. [ 12]. Fig. 1 il-
lustrates an example of the 34 landmark points.

Fig.1 Sample figure caption

Similar to Ref. [ 12], after locating the 34 landmark
points, we use the Gabor wavelet representation of each fa-
cial image at the landmark points to represent the facial fea-
tures of each image, where all of the wavelet convolution
values( magnitudes) at these landmark points are combined
into a 1 020 dimensional LG vector. The Gabor kernel is de-

fined as'"™""!
I o 12 I I M2l
= ——€X -_—
wu.v 0_2 p( 20_2 )
. 0'2 18)
k,,*z) - -Z
[expCik,. - 2) eXp( > )] (

where u and v represent the orientation and scale of the Ga-
bor kernels, and k, , is defined as

k., =kexp(ip,) (19)

where k,

5.

:%(ve {1,2,...,5})), and &, :%"(ue {0,1,2,
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Since both databases are relatively small, we only use the
“leave-one-class-out” cross validation strategy to conduct
this experiment. In the “leave-one-class-out” cross validation
strategy, all the images belonging to one subject are used as
the testing data and the remaining ones as the training data.
The procedure is repeated until all the subjects are used once
as the testing data. The recognition rates of the experiment
are averaged as the final recognition rate. For comparison
purposes, we also conduct the same experiments using the
GDA method"™', the LDA method"", and the KCCA meth-
od""", respectively. Tabs. 1 and 2 show the results of various
systems on the JAFFE database and the Ekman and Friesen
database, respectively.

Tab.1 Comparison of average recognition rate
on JAFFE facial expression database

Methods Recognition rate/ %
Fuzzy-LDA/CCA 68. 31
Fuzzy-KDA/KCCA( Gaussian kernel with o =2 x 10°) 78. 69
Fuzzy-KDA/KCCA(Monomial kernel with d =2) 71.58
LDA 64. 48
GDA( Gaussian kernel with o =2 x 10%) 717.05
GDA(Monomial kernel with d =2) 69. 95
KCCA!! 77.08

Tab.2 Comparison of average recognition rate
on Ekman facial expression database

Methods Recognition rate/ %
Fuzzy-LDA/CCA 78.13
Fuzzy-KDA/KCCA( Gaussian kernel with ¢ =7 x 10°) 82.29
Fuzzy-KDA/KCCA(Monomial kernel with d =2) 79. 17
LDA 76. 04
GDA( Gaussian kernel with o =7 x 10°) 78.13
GDA(Monomial kernel with d =2) 76. 04
KCCA 77.05

From Tabs. 1 and 2, we can see that the proposed method
achieves the best performance among the various methods.
The reason is that we use the fuzzy membership description
rather than the simple binary value membership description
for each data point, which is more reasonable for each facial
image. Hence, the fuzzy-based facial expression recognition
methods can obtain better recognition results. Moreover,
from Tabs. 1 and 2 we can also see that the fuzzy-KDA/
KCCA method achieves better recognition results than the
fuzzy-LDA/CCA. This is because the fuzzy-KDA/KCCA is
actually a nonlinear facial feature method, which can extract
the nonlinear facial features for the recognition task. In con-
trast with the fuzzy-KDA/KCCA, the fuzzy-LDA/CCA is
only a linear extraction method, which may be less powerful
when used for such nonlinear pattern recognition problems
as facial expression recognition.

5 Conclusion

This paper proposes a fuzzy linear discriminant analysis
method via canonical correlation analysis ( fuzzy-LDA/
CCA) and applies it to the facial expression recognition task.

The major advantage of the fuzzy-LDA/CCA method, com-
pared with the traditional LDA method, is that it provides an
effective technique to estimate the degrees of the class mem-
bership of an unknown test sample, which is very useful for
facial expression analysis since each facial image may con-
tain several emotion categories. We have conducted experi-
ments on two commonly used facial expression databases
and showed that the proposed method achieves better per-
formance than the traditional discriminant analysis methods.

References

[1] Duda R O, Hart P E, Stork D G. Pattern classification [ M].
2nd ed. New York: Wiley Press, 2000.

[2] Kwak K-C, Pedrycz W. Face recognition using a fuzzy fisher-
face classifier[ J]. Pattern Recognition,2005,38(10): 1717 —
1732.

[3] Belhumeur P N, Hespanha J P, Kriegman D J. Eigenfaces vs.
fisherfaces: recognition using class specific linear projection
[J]1. IEEE Transactions on Pattern Analysis and Machine In-
telligence, 1997,19(7): 711 —720.

[4] Hardoon D R, Szedmark S, Shawe-Taylor J. Canonical corre-
lation analysis: an overview with application to learning
methods[ J]. Neural Computation, 2004, 16 (12): 2639 —
2664.

[5] Barker M, Rayens W. Partial least squares for discrimination
[J]. Journal of Chemometrics,2003,17(3):166 —173.

[6] John S-T, Nello C. Kernel methods for pattern analysis| M] .
Cambridge: Cambridge University Press, 2004.

[7] Scholkopf B, Smola A J, Miiller K-R. Nonlinear component
analysis as a kernel eigenvalue problem[J]. Neural Computa-
tion, 1998,10(5) : 1299 - 1319.

[8] Baudat G, Anouar F. Generalized discriminant analysis using
a kernel approach[J]. Neural Computation, 2000, 12 (10):
2385 —2404.

[9] Zheng Wenming, Zhao Li, Zou Cairong. A modified algo-
rithm for generalized discriminant analysis[J]. Neural Com-
putation, 2004, 16(6) : 1283 —1297.

[10] Wu Qingjiang, Zhou Xiaoyan, Zheng Wenming. Facial ex-
pression recognition using fuzzy kernel discriminant analysis
[ C]//Lecture Notes in Computer Science: Fuzzy System and
Knowledge Discovery. Berlin-Heidelberg: Springer-Verlag,
2006: 780 —783.

[11] Zheng Wenming, Zhou Xiaoyan, Zou Cairong, et al. Facial
expression recognition using kernel canonical correlation
analysis( KCCA) [J]. IEEE Transactions on Neural Net-
works, 2006, 17(1):233 —238.

[12] Lyons M, Budynek J, Akamatsu S. Automatic classification
of single facial images[J]. IEEE Trans on Pattern Analysis
and Machine Intelligence, 1999,21(12): 1357 — 1362.

[13] Zhang Z, Lyons M, Schuster M, et al. Comparison between
geometry-based and Gabor-wavelets-based facial expression
recognition using multi-layer perception[ C]//Proceedings of
the Third IEEE International Conference on Automatic Face
and Gesture Recognition. Nara, Japan, 1998: 454 —459.

[14] Ekman P, Friesen W V. Pictures of facial affect [ R]. San
Francisco: Human Interaction Laboratory of University of
California Medical Center, 1976.



432 Zhou Xiaoyan, Zheng Wenming, Zou Cairong, and Zhao Li

- THEH# LDA/CCA MHEHEB R 1F IR 7l
E]H;%)%I’z %ﬁiﬂff élg»,#w B j]l

(' FAARFEAEMRFS TSR, §F 210096)
CHFELIRRELTFH5ELIEFR, HR 210044)
ChraRFFEIHFEFS, T 210096)

(" #hL A, 4kl 528000)

RE BT — AP A T A A8 X 547 (CCA) 89 B4 7] 3] 2047 7 % (fuzzy-LDA/CCA) , 5F & A %@Jﬁiﬁ
PR M. BRAFRRAFAGEL - MIXKOEEMERLELX T, A TATEAREAREAREFEMN G £
Bk R Esuiah LA CCA ik s AW EER A LR X 2 RAX, I}i}é‘l\,l\.xﬁ'%\ ARG R FEE X
TR R EILEME 5. Bl B fuzzy-LDA/CCA ik A Z M P47 T IE KM, Af Rk dE &
L) R o7 6 9] L. 5% BhGE R 4 h éﬁ?f%%”d«‘?Tﬁﬁ%é’nﬂﬁ‘]aﬁC%.

KRR AL H) A AT s A A X 5T B AR ARG

FE 4K E . TP391. 41



