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Abstract: Combining the characteristics of peer-to-peer ( P2P)
and grid, a super-peer selection algorithm—SSABC is presented
in the distributed network merging P2P and grid. The algorithm
computes nodes capacities using their resource properties
provided by a grid monitoring and discovery system, such as
available bandwidth, free CPU and idle memory, as well as the
number of current connections and online time. when a new node
joins the network and the super-peers are all saturated, it should
select a new super-peer from the new node or joined nodes with
the highest capacity. By theoretical analyses and simulation
experiments, it is shown that super-peers selected by capacity can
achieve higher query success rates and shorten the average hop
count when compared with super-peers selected randomly, and
they can also balance the network load when all super-peers are
saturated. When the number of total nodes changes, the
conclusion is still valid, which explains that the algorithm
SSABC is feasible and stable.
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he convergence system of P2P and grid can efficiently
Tand reasonably implement resource utilization, which
provides a new platform for sharing digital resources. Using
P2P scalability and dynamic properties, designing resource
location and discovery protocols for querying grid resources
to improve the query success rate and fault tolerance of the
system have been involved in network systems merging P2P
and grids" ™. These hybrid systems can manage general
nodes concentrated within a certain range by super-peers
(also called cluster-heads), and integrate limited resources.
At the same time, super-peers collaborate with each other to
form a decentralized P2P network at a higher layer. Yang et
al. studied pure P2P networks based on super-peer architec-
tures'”’. KaZaA and Gnutella are two typical existing super-
peers-based P2P systems. Furthermore, Montresor et al. '
proposed opinions on super-peer selection in their systems,
but did not do further research on how to select them. Pas-
quale et al. presented a model for job assignments across the
grid exploiting an underlying super-peer topology'"”. Mas-
troianni et al. devised grid information services according to
a super-peer model'” "', A hybrid and unstructured network
model based on P2P and grid was introduced in Ref. [15].
But these models only gave or applied the concept of a su-
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per-peer. Although they have agreed on opinions of how to
construct super-peer architecture on the basis of P2P and
grid, they have not discussed super-peer selection and its for-
mation in detail.

Furthermore, because of the super-peer’s special contribu-
tion, its performance will directly influence the whole net-
work efficiency. Generally, not only the configuration of the
super-peer itself, such as the number of CPUs, the memory
size and the I/O speed, but also some dynamic factors such
as network load, available memory or free CPUs and so on,
impact its functions. How to select a super-peer reasonably
has been recognized as a new hot research topic.

At present, an open-sources software, Globus Toolkit
(GT) 61 " has been accepted as the mature software toolkit
for deploying grid. GT includes resources monitoring,
discovery, management, and some software services about
security communication and file management and correlative
lib functions. By deploying GT, computers can share compu-
ting power, databases and other secure online tools with the
characters of across-organization distributed geographically.

In Ref. [15], Chen et al. designed a model of integrating
P2P and grid which has three levels. Since the construction
of a grid usually has a clear applied target, the correspond-
ing resources organization is called a VO ( virtual organiza-
tion) . The model consists of different VOs forming the first
level. Each VO has some super-peers, which construct the
second level. A super-peer function for replacing its sub-
nodes to submit jobs is the same as that described in Ref.
[7]. How to select nodes as super-peers from numerous
nodes in one VO is a key problem. This paper designs a su-
per-peer selection algorithm based on capacity. In order to
compute a node’s capacity, we make use of the properties
provided by the monitoring and discovery services in GT.
Then we select the node with the highest capacity as a super-
peer.

1 Monitoring and Discovery Service on Grid

Resources in grids include all kinds of an application data
and corresponding software and hardware, for example, com-
puting and storage resources. Along with the running of ap-
plications, the available resources in the VO will continually
change. From the management point of view, grid resources
are divided into static and dynamic ones. The properties of
static resources include the operating system name and ver-
sion, processor type and physical memory size, etc. And dy-
namic properties involve available disk space, delay, network
bandwidth, idle physical memory, free CPU and so on.

The current version of GT is 4. 2. The monitoring and dis-
covery system (MDS) " is one of the GT4.2 components.
MDS is a suite of web services used to monitor and discover
resources and services on grids. Web service used for collec-
ting the above information is called an index service. The in-
dex service is a registry similar to UDDI'", and collects
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static and dynamic information and publishes them as re-
source properties provided to clients by a web service inter-
face. Clients may query and subscribe resource properties
from indices. The index service not only saves local useful
data, but also caches the remote data, and maintains data up-
dating by a lifetime management mechanism. In a large scale
grid, indices can register each other in a hierarchical fashion
in order to aggregate data at different levels.

On the basis of the model presented in Ref. [ 15], each
VO sets an aggregated node ( AN, such as the contact node
defined in Ref. [15]) and each node registers to an AN in
the form of a service when it joins the system. The registered
nodes are also called grid nodes. Index services in an AN is
used for collecting the resources status information of regis-
tered nodes. All registered grid nodes probably become su-
per-peers; meanwhile, each registered service has a lifetime,
and it updates information periodically.

2 Strategy for Selecting Super-Peer

Super-peers are selected from grid nodes, and they con-
nect to each other to form an overlay network at a higher
level using a P2P mechanism. In a VO, the number of super-
peers is limited. If the number is fewer, it will make the su-
per-peers’ loads increase and bring about a bottleneck; con-
versely, it will cause greater traffic between super-peers
while forwarding queries. We refer to a super-peer and its
managed sub-nodes as a cluster.

2.1 Normalization of resource properties

We assume that there are n nodes in a VO, each node has
t properties. We can obtain the following matrix L. Each row
in L represents a node, while each column represents one of
nodes properties.

i Y12 oo iy
L= q.’l,l q.z,z q.z,z
9n1 9n2 - 4u

Each property’s value has different types and ranges. For
the sake of obtaining a uniform measurement of a property,
it should be normalized. The property normalization compu-
ting method is Eq. (1).

m = qi;
Y max({q,, |j=1,2,....1})

(1)

Then the range of values can be adjusted to a uniform
scope [0, 1]. Each property g, ; has a weight w; in order of
precedence. The sum of w; is 1, that is

Zszl w, e [0,1];j =1,2,...,¢
i=1
Set

hi.j =wm,;

Then matrix L is converted into

by hy, o hy,
N = hyy hyy oo hy,
h,, h, .. h,

Set
C = ZW.h._ i=1,2,...,n (2)

j=1
where C, is the capacity of node e,.
2.2 Super-peer selection algorithm based on capacity

In order to describe the algorithm conveniently, we define
two sets. I represents the set of super-peers. R is a set of
nodes capacities registered to an AN. After a grid node reg-
isters into an AN, the AN obtains its information, such as
free CPU, idle memory, available bandwidth, number of cur-
rent connections and online time, and stores this information
in its index table. A node’s capacity means how many re-
sources a node owns and whether or not it has been selected
as a super-peer. We use the above five properties to measure
a node’s capacity, because CPU, memory and bandwidth are
all dynamic in the grid, and they play important roles in
computing power. The number of current connections de-
clares computer bearing ability, and online time explains
computer stability and reliability.

Assuming M is the maximal value of a cluster size. When
the number of nodes in one cluster is fewer than M, the su-
per-peer in this cluster is called as non-saturated. C, is the
capacity of node e, and S, ., represents the number of
nodes connected to a node e while T represents the number
of saturated super-peers. D is the number of sub-nodes
which would be released by all saturated super-peers when a
new super-peer joins the system.

In order to balance network load, when adding a new su-
per-peer, the AN would demand the existing super-peers to
release D sub-nodes and make DT, sub-nodes connect to the
new super-peer.

The SSABC algorithm is as follows:

1) Initialization: I+, R«—().

2) If the first node e, joins the network, then
Compute e,’s capacity C, using Eq. (2);
I—IU{e,};

R—RU{C };

3) If the i-th node e,(i=2) joins the network, then
Compute e,’s capacity C, using Eq. (2);
R—RU{C,};

4)/ = 1If there are non-saturated super-peers in I, then e,

connects to the nearest node among them. The distance is
computed using hop counts. * /

if 35, <M, Ve eland e, is the nearest
e, connects to e;

endif

go to 3);

5)/ # If super-peers in [ are all saturated, then select a
new super-peer. * /
if C,=C,,j#i, YC,eR
/ % C,1is the maximum capacity, and then e, is selected as
a new super-peer. * /

I—IU{e;};
R—R-{C};
endif

if C, is not the maximum capacity, then
Query a node e, from R whose capacity is the maxi-
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mum;
I—IU{e.};
R—R - {Ck }s
endif

e, disconnects its super-peer and acts as a new super-
peer itself.
6)/ * Let every existing super-peer release D nodes, bal-
ancing the load. * /
if e, or e, acts as super-peer then
D=M-MT/(T,+1);
DT, sub-nodes connect to e, or e,;
endif

The SSABC algorithm is executed by AN in a VO.

Without loss of generality, it is assumed that there are at
most N nodes in the system. Obviously, computing overhead
of the SSABC algorithm focuses on steps 4) and 5). Either
of them is o( N), other steps are o(1), so the whole over-
head is o(N).

2.3 Theoretical analysis
SSABC

of query performance in

We assume that Y is the required capacity of a user re-
source application, and then Y is a random variable and fol-
lows exponential distribution. Y’s distribution function is
F(y) =1-e™".

Therefore, the probability that Y is less than or equal to
super-peer capacity (set it as y) is

p(0<Y<y) =F(Y) -F(0) =1 -¢ ™™

Suppose that y, is a super-peer’s capacity when using
SSABC. Then p, is the query success rate; y, is another su-
per-peer capacity by random selection, and its query success
rate is p,. Obviously, the super-peer capacity selected by
SSABC is greater than that of random selection. So, y, is
greater than y,, viz. y, >y,. Then

PI(O<Ys5)1) _P2(0<YS5)2) =e™™M_e™>0

The above formula shows that when carrying out one que-
ry in a hop, success probability for capacity-based selection
is greater than that for random selection, viz. p, > p,. When
we do a one-time resource application, the total query num-
ber of times is n and the success query number of times is
X, then X is a random variable. X = {0, 1, 2, ..., n}. Each
query follows the Bernoulli distribution and p is the query
success probability; then n queries follow a binomial distri-
bution, viz. X ~ B(n, p). X’s mathematical expectation is

EC0 = Fip(h = Zi(7)p( -p =mp (3)
Owing to p, >p,, we can deduce E(X,) > E(X,) accord-
ing to Eq. (3). X, and X, represent the success query num-
ber of times under the capacity-based selection and random
selection, respectively. It indicates that the frequency of the
average query success based on capacity selection is higher
than that based on random selection under the same total
query times (n). Apparently, the success rate of capacity-
based selection is greater than that of random selection.
As a result of the fact that success rate based on capacity

selection is higher than that of random selection under one
hop, it is apparent that the success rate is still higher under
multi-hop. In contrast, the hop counts based on capacity se-
lection is less than that based on random selection under the
same success rate.

3 Experiments and Evaluation

When a node comes into a system, if it registers to an
AN, it can be regarded as a grid node, and an AN’s MDS
can find its current resources status. If it is selected as a su-
per-peer, it can deal with user resource application and it
will provide resources located in it or cluster to clients. Each
super-peer has an index table, which saves its neighbor su-
per-peers status information of available resources. Neigh-
bors can gain update-registering information from each other
by periodic announcements.

When a client applies for resources, its node will submit
an application to its super-peer. If the super-peer cannot sat-
isfy a client’s resources application, it will search its index
table to find a neighbor super-peer to satisfy the client’s re-
quirements. If it still cannot find the target super-peer, the
original super-peer will randomly select a neighbor super-
peer on behalf of its client and continue the same query. In
the process of the query, we set TTL to limit the query to be
carried out in a VO. When TTL decreases to zero, the query
will fail. Our experiments simulate the behaviors of client
querying file resources and other resources such as free
CPU, available bandwidth, memory, etc.

3.1 Experimental environments

The simulation program is made using VC++ 6. 0. The
network topology in our experiments adopts the random
graph model based on WAXMAN. Making use of
BRITE'", an Internet topology generator, we generate
multi-different network topology files aimed at various num-
bers of nodes. Simulation parameters and corresponding val-
ues used in our analysis are listed in Tab. 1. Each node
bandwidth and the number of current connection nodes are
generated in topology files. The number of file resources fol-
lows a geometric distribution, while the number of CPUs,
memory and online time all follow a uniform distribution.
These values are produced by Matlab random functions.
Ref. [19] pointed out that cluster size in the KaZaA system
was between 60 and 100, while ultra-peers in the Guntella
system reached 30 to 40. So we set the proportion () hav-
ing super-peers from 1% to 5% in one VO. On the basis of
experience, the weights for the properties of CPUs, band-
width, memory, online time and number of connections are
defined as 0. 25,0.25,0.1,0.2 and 0. 2, respectively.

Tab.1 Simulation parameters

Parameters Value
Kinds of files 100
Number of idle CPU {1,2,3,4}
Available bandwidth/(Mbit-s ") 10 to 1 024
Online time/h 4 to 40
Total nodes 6 000 to 10 000
TTL 2to7

Success rate is equal to X divided by n. Average hop count
is total hop count divided by n on the condition of query suc-
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cess. A successful query means that a super-peer’s capacity
can satisfy the user resources application. In order to explain
the advantage of super-peers based on capacity selection
(CS), we compare it with that of random selection (RS).

3.2 Experimental results

The total number of nodes is 8 000 in Figs. 1 to 3. The
three figures are comparisons of super-peers based on capac-
ity selection alone, where query resources are of a file type.
The y in both Fig. 1 and Fig. 2 is 3% . The total number of
times of queries is 1 000. In Fig. 1, while the TTL is fixed,
the success rate appears as an ascending trend as the duplica-
tors of files rise from 80 to 120. File duplicate copies vs.
success rates closely present a linear relationship. This is ob-
vious and demonstrates that our super-peer on the basis of
capacity selection is correct and feasible.

Success rate and average hop count increase with the

0.66
0.6 /7'
0.58 |

0.38 1 1 1 1
80 90 100 110 120

Duplicate copies of file
Fig.1 Duplicate copies vs. success rate
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Fig.3 TTL vs. hop count

value of the TTL shown in Fig. 2 and Fig. 3, respectively,
while y varies from 1% to 5% . As the cluster size steadily
rises from 20 to 100, the success rate increases but the aver-
age hop count decreases; 1i. e., the average response time
drops. Because the query mainly focuses on a small number
of super-peers, increasing cluster size results in response
time decreasing. However, it is not a good thing if the clus-
ter size is very large or the number of super-peers is very
small. Otherwise, it will add to the super-peer workload, and
degrade network performance.

The success rate of CS and RS with different TTLs and
different nodes are reported in Tab.2 and Tab. 3 in which y
changes from 1% to 5% and query resources are of other
types excepting file types. For the purpose of convenience
and simplicity, we carry out resource queries using capacity.
This method does not affect the performance analysis, be-
cause comparisons of the query success rate and the hop

0.97 count are all based on the same capacity, TTL and y. Ca-
0.8+ pacity values in the simulation program are calculated ac-
0_7: cording to Eq. (2), where each parameter generated is de-
2 - scribed in section 3. 1.
2 0.61 // In Tab. 2, the total number of nodes is 8 000. For a fixed
§ 0.5+ number of super-peers, the success rate in CS is higher than
» 0 4: 7/ %: that in RS. When y changes from 1% to 5%, the success
Tt =5 —v— ) rate of CS becomes smaller and smaller as indicated in Fig.
0.3r Ig —+1 2. However, the number of super-peers hardly makes any
0.2t L 1 1 1 ] difference to success rates under random selection. Evident-
2 3 4TIL 5 6 7 ly, the success rates of both CS and RS are gradually higher
Fig.2 TTL vs. success rate with a rising TTL.
Tab.2 Comparison of success rate between CS and RS with different TTLs
TTL y=5% v=4% y=3% vy=2% vy=1%
CS RS CS RS CS RS CS RS CS RS
2 0.242 0. 160 0. 401 0.124 0.502 0. 125 0. 601 0.131 0.712 0.111
3 0. 326 0.184 0.478 0. 168 0. 548 0. 160 0. 665 0.134 0.792 0.194
4 0.415 0.232 0.532 0. 191 0.632 0.239 0.721 0.220 0. 841 0.236
5 0. 420 0.278 0. 555 0.243 0. 650 0.238 0.778 0.269 0. 858 0.278
6 0.474 0.281 0.613 0.273 0. 686 0.272 0. 806 0. 330 0. 891 0. 346
7 0.477 0. 300 0. 670 0.362 0.712 0. 289 0. 858 0. 340 0. 908 0.358
Tab.3 Comparison of success rate between CS and RS with different nodes
Number y=5% v=4% y=3% vy=2% v=1%
of nodes CS RS CS RS CS RS CS RS CS RS
6000 0.462 0.352 0. 623 0.246 0.720 0. 255 0. 807 0.263 0.936 0. 254
7000 0.415 0.269 0.511 0.354 0. 656 0.283 0. 688 0.240 0.796 0.264
8 000 0. 455 0.261 0.554 0.263 0. 692 0.214 0.717 0.217 0.874 0.233
9 000 0. 395 0.257 0.521 0.250 0. 595 0.214 0. 622 0.269 0.735 0. 254
10 000 0.412 0. 250 0. 581 0. 260 0. 650 0. 206 0. 740 0.234 0. 842 0.212
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From Tab. 3, it is observed that the success rates of both
CS and RS do not clearly change at the same . Consider-
ing the same nodes, the success rate of CS still increases
with cluster size dropping, while the success rate of RS does
not do any better, which explains that the super-peers based
on capacity selection have better stability.

Assuming the cluster size is 40, the number of connec-
tions represents load. When all super-peers are saturated
and a new super-peer is selected, super-peer load has been
balanced using SSABC. Fig. 4 demonstrates that the load on
each super-peer has decreased.

45

301 —=— When all super-peers arc saturated
—e— After adding a new super-peer

20 L . . L L L )
0 3 6 9 12 15 18 21

Number of current super-peers
Fig.4 Load balance when all super-peers are saturated

4 Conclusion

It has been acknowledged that super-peer structure can be
applied to a hybrid system consisting of P2P and grid as
well as pure P2P, and how to select high performance su-
per-peers is a key problem in these models. However, re-
searches on selecting super-peers have mostly been done in
pure P2P systems. Using MDS4. 2 index services to discov-
er dynamic available resource and using resource properties
to compute node capacity, we present an algorithm for se-
lecting super-peers according to nodes capacities in P2P and
grid-based hybrid systems. Experimental results demonstrate
that the success rate of capacity selection is obviously high-
er than that of random selection, and the average hop count
is lower than that of random selection. Therefore, selecting
higher capacity nodes as super-peers in the hybrid system
merging P2P and grid can improve query success rate and
decrease query time, which provides a good platform for
sharing resources. But it needs to be determined further that
the value of y which can achieve the biggest success rate
and the smallest delay as well as a more rational TTL num-
ber. Moreover, future work will study how node joining and
quitting affect super-peer selection and system stability.
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