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Abstract: To ensure revulsive driving of intelligent vehicles at
intersections, a method is presented to detect and recognize the
traffic lights. First, the stabling siding at intersections is detected
by applying Hough transformation. Then, the colors of traffic
lights are detected with color space transformation. Finally, self-
associative memory is used to recognize the countdown characters
of the traffic lights. Test results at 20 real intersections show that
the ratio of correct stabling siding recognition reaches up to
90% ; and the ratios of recognition of traffic lights and divided
characters are 85% and 97%, respectively. The research proves
that the method is efficient for the detection of stabling siding and
is robust enough to recognize the characters from images with
noise and broken edges.
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ntelligent vehicles perceive the -circumference using
I video systems with cameras, sensors and computers for
finally realizing video revulsive driving'". For such purpo-
ses, it is necessary to detect the scene of the roadway, inclu-
ding the road signs and obstacles"”™ . Among them, the de-
tection of stabling siding and traffic lights at intersections is
of significant importance in determining proper driving be-
havior according to the conditions of traffic lights and sta-
bling siding.

Currently, the most famous intelligent vehicle products are
the NavLab series'* developed by CMU ( Carnegie Mellon
University) Robot Research Center. The NavLab series used
video image processing technologies for computing the dis-
tance of a vehicle deviating from the lane centerline, and de-
tecting road obstructions. CMU also developed a Ranger in-
telligent vehicle that could be applied to wild environments.
In addition, the U. S. military developed DEMO [lI combi-
ning various intelligent vehicle technologies, including
CCD, laser, radar, ultrasound, infrared, microwave and so
on", which could be applied to the daytime, nighttime and
other complex weather and roadway environments(e. g.,
rain, a dirty road) . Moreover, the DEMO [l can detect and
avoid irregular obstacles. The University of Wisconsin at
Madison used the regional road color information to separate
images, and used Hough transformation to detect the edges
of the roadway. The University of Parma, Italy developed
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the ARGO(a Lancia Thema passenger car)'®, as a critical
part of the PROMETHEUS( Program for Europe Traffic with
Highest Efficiency and Unprecedented Safety) project using
the GOLD ( generic obstacle and lane detection) system for
detecting the obstacles in front of a vehicle and locating the
vehicle using the symmetric characteristics of edge gray val-
ues around vehicles and the roadway edge structure.

Compared with the recent studies, researches on intelligent
vehicles in China are far behind in applying self-revulsive
driving techniques. Although Tsinghua University and Jilin
University have made rapid progress in this field'”, current
researches mainly focus on extracting the lane line, detecting
the obstacles, and detecting road signs. The detection of traf-
fic lights is still limited to red light running detection at a
fixed scene. As a result, the detection is merely designed for
conventional tri-color circular traffic lights™ . According to
the authors’ best knowledge, little investigation has been put
into detecting the currently and frequently applied LED tri-
color digital traffic lights. Therefore, it is meaningful and
important to study the detection and recognition techniques
of video-based digital traffic lights at intersections.

For simplicity, some hypotheses are made in this paper for
actual intersections. These hypotheses include: 1) There are
no obstacles, such as other vehicles and pedestrians; 2) There
is only one group of traffic lights; and 3) The traffic revul-
sive driving is straight. Therefore, for an intersection with
traffic lights where the stabling sidings are perpendicular to
lanes, whether the vehicles approach the intersection or not
is judged through the detection of the stabling sidings in this
paper. If there is intersection stabling siding, the detection of
traffic lights is carried out, and the LED character is recog-
nized with self-associative memory'” . According to the rec-
ognition results, proper driving actions are triggered, such as
accelerating the vehicle to pass the intersections or decelera-
ting the vehicle to stop at a proper location behind the sta-
bling sidings.

1 Detection of Stabling Siding with Hough Trans-
formation

Hough transformation is usually used for straight detec-
tion, by transforming the spatial domain into a parametric
domain. The curve of the images is first depicted with some
proper parametric points. Then, the necessary information is
statistically obtained. Finally, a satisfactory result can be ob-
tained even under the background of noise and deformation.
The usually applied parametric equation of Hough transfor-
mation is given as

p =xcos(6) +ysin(h) (1)

where p is the distance from the present coordinate to the or-
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igin, and @ is the angle between the straight line and the X-
axis.

Based on this, the Hough transformation of a point in a
spatial domain corresponds to the curve in the p-0 domain.
Consequently, the collinear points of the spatial domain
transforming to the p-0 domain will be a cluster of concur-
rent curves. Moreover, the parameter of the point with a
maximum deposited value is the parameter of the corre-
sponding straight line.

During the experiment, a camera with maximum pixels of
640 x 480 is employed. Fig. 1 (a) shows an image before the
intersection, where the stabling detection domain is defined
as a vertical distance of 80 pixels in front of the vehicle head
in the image, which is about 4 m in the actual scene. In or-
der to extract the stabling siding from the images, a binary
process for current frame image is carried out for extracting
the white stabling siding in an RGB space in this paper. For
this, a threshold 7 is set in the three sub-spaces of R, G and
B as 190. If the values of the pixel point on the three sub-
spaces are larger than T, the point will be set as 1; other-
wise, it will be set as 0, as shown in Fig. 1(b). Because tra-
ditional methods for edge detection result in many edge
lines'” and bring more problems for the transformation and
detection, the skeleton extraction in the morphology is used
for thinning the stabling siding in the binary image, as
shown in Fig. 1(c). The Hough transformation result of the
line in Fig. 1(c) is shown in Fig. 1(d). If the maximum val-
ue of the deposited detection values( the brightest point in
Fig. 1(d)) has a @ range of 80 to 100, it is believed to be
stabling siding. Since the stabling siding is vertical to the
driveway, the @ of the stabling siding is nearly 90°. The dis-
tance from the stabling siding to the vehicle head can be es-
timated as the distance of the pixel distance.
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Fig.1 Stabling siding detection process. (a) Scene image;
(b) Binary result; (¢) Thinning result; (d) Hough detection result

2 Detection of Traffic Lights
2.1 Transformation for RGB space to HSI space

The image color space obtained by a camera from the
scene is defined as an RGB model, i. e. , the integrants of R
(red), G (green) and B (blue) values. For this, a color spa-
tial model HSI( hue, saturation, and intensity, respectively) is

used for image processing. Since the HSI space consists of
independent H, S and I/, the special traffic light color is

searched for. The transformation of the RGB images to the
(i

HSI images' ' is given as
[0 B=<G
H_{360°—6 B>G (2)
1
7[(R—G)+(R—B)]

6 = arccos 5 — 3)
[(R-G)" +(R-B)(G-B)]
S:1_mm(R}G’B) (4)

R+G+B
=TS )

where 0 is a middle variable; H is the hue to describe the
pure color property; S is the saturation to describe the de-
gree of hue diluted by the white light; and I is the intensity
showing the brightness of color, which is independent of H.
Thus, the color of the images is described with the integrants
of H and S.

2.2 Position acquirement of RYG traffic lights

The most obvious characteristics of the traffic lights from
an environmental scene are their intensity and their colors of
red, yellow and green. The position of traffic lights was ac-
quired through detecting these two characteristics in an HSI

Through the color distribution in an HSI space, it is
known that the defined values of hues at red, yellow and
green are 0, /3 and 27/3, respectively. Consequently, the
positions of red, yellow and green traffic lights are detected
through the following three equations:

Red zone

R={f(x,0): |f,u(x,y) [ <t,and £, ,(x,y) >1,}  (6a)

Yellow zone

Y= {f,(x, Y Af a(xy) —% <tyand f, ,(x,y) > tv}
(6b)

Green zone

G= {1z |fralxy) 2 < and £, ) >1,}

(6¢)

Here, the given detection color domain is determined by
the threshold ¢#,, which is set as w/6; ¢, is the threshold of
intensity (0. 5 in this paper) that is dependent on the LED
traffic lights.

Fig. 2 shows the detection process of the red traffic light,
where Fig.2(a)is the scene image of the intersection. After
transforming the image into an HSI space, Fig. 2(b) is ob-
tained through binary image processing by Eq. (6a) where
two characteristic pixels are detected. Since the position of a
traffic light is relatively high in Fig. 2(b), the coordinate
searching can be determined by one third of the image from
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the upside for effectively decreasing the error and improving
calculation efficiency. After acquiring the coordinates, the
image of the traffic light can be separated from Fig.2(a), as
shown in Fig. 2(c). For the yellow and green traffic lights,
the detection is similar to that for the red lights.

(b) (e)

Fig.2 Detection of red traffic lights. (a) Intersection traffic
light; (b) Traffic light detection; (¢) Character extraction

3 Recognition of Time Characters of Traffic Light
3.1 Characters segmentation and normalization

According to the displayed traffic lights in Fig. 2(c), the
time of the traffic lights is found having two digital charac-
ters. After extracting the traffic light position, projection seg-
mentation is applied for ensuring that each recognition is on-
ly for one character. Because separated characters have dif-
ferent sizes, normalization is carried out on the separate
characters. In this paper, each separate character is normal-
ized into 90 x 50 pixels by bilinear interpolation.

3.2 Character feature extraction

In order to facilitate the feature extraction and obtain the
weights for the neural network for later self-associative
memory of the character recognition, the normalization of
characters are divided into 9 x 5 lattice blocks'"” and each
lattice block is set as 10 x 10 pixels. If the pixel value is 1,
each lattice block’s pixels are accumulated. If the cumula-
tive value is more than 40, the eigenvalue of this lattice
block is set as 1, and otherwise it is set as 0. Fig. 3 shows
that the character “2” is the image after the character feature

Fig.3 The eigenvalue of lattice block

extraction, in which black represents that the eigenvalue is 1
and white 0. Therefore, the corresponding vector is given as
P'=[011100000100001...11110].

3.3 Self-associative memory of character recognition

For the self-associative memory of character recognition,
almost all learning of the neural network could be considered
as a transformation of the Hebb learning rules, where the ex-
pected outputs are equal to the inputs of the neural network.
Even when the characters are broken and noised, they still
can be recognized correctly by storing a group of standard
characters'” .

The rules of the supervised Hebb is described as

Wnew

a =

W+t P) (7

where W™ and W:“ are the weight matrices, ¢, is the g-th
target vector, and P is the g-th input vector. If the weight
matrices are initialized to O and the Q input/output pairs are
applied once to Eq. (7), Eq.(7) can be described as

Q
W =t,P +t,P, +... +1,P, = thpj =TP' (8)

When the input vector is non-orthogonal, the Hebb rules
will have errors. We use a pseudoinverse rule to reduce such
errors. The pseudoinverse rule is given as

W=TP"* (9

where P* is the Moore-Penrose pseudoinverse. When the
rows number of P is greater than the columns number, and
the column vectors of P are linearly independent, then the
pseudoinverse can be computed by
P =(P'P)'P" (10)
In training the network weights matrix as a self-associa-
tive memory, the input and output of feature vectors are a
standard character template, that is, T = P. So the weight
matrix can be expressed as

W=pP(P'P) 'P" (11)

4 Experimental Analyses

The experiment consists of three parts: 1) Detection of
stabling siding;2) Detection of traffic lights;3) LED charac-
ter recognition where the detections of the stabling siding
and traffic lights have been addressed in the above sections.
Therefore, only LED character recognition is detailedly de-
scribed in this section as shown below.

Whether a vehicle is approaching the intersection is deter-
mined through detecting the stabling siding within a given
zone. If the vehicle is in the intersection, the traffic lights are
detected, and the character image is separated. In the LED
traffic light, the characters of 0 123456789 Aband C
exist. Among them, A, b, C represent 10, 11, 12, respective-
ly. As a result, the number of input and output characters Q
=13. A standard board as shown in Fig. 4 is used for train-
ing the weight of W.

Considering the characteristic vector from a standard
board as an input, each characteristic vector, Pq, consists of



520

Zhang Ning, He Tiejun, Gao Zhaohui, and Huang Wei

ulficHHbE iEHIHE

Fig.4 Standard template characters

9 x 5 characters of O and 1, and thus the 45 characteristic
points make up a 45 x 1 characteristic vector. Since alto-
gether there are 13 input vectors, P=[P, P, P,... P,], the
final input is a 45 x 13 matrix. According to Eq. (11), the
network weight W is calculated. Then the characteristic P,
of detected traffic lights is used as inputs, as shown in Eq.
(12) where the output of ¢, is a standard characteristic vec-
tor of the character. Then the corresponding character is
recognized.

t,=WP, (12)

q

Fig.5 shows some poor character images of traffic lights
from actual roads with some noise and broken edges. Using
the extracted characteristic of the characters as self-associa-
tive memory inputs, the standard characteristics of the char-
acters are recovered according to Eq. (12). The outputs are
shown in Fig. 6, which proves that this method is robust
enough to recognize the characters from images with noise
and broken edges.

diic
f

Fig.5 Input character images

Ul ol

Fig.6 Output character images

In order to test the efficiency of the method proposed in
this paper, twenty scenes are selected. Selected typical urban
intersections include sidewalk intersection, cross-type inter-
section, ring and T-shaped intersection, as shown in Fig. 7,
in which the black line is the result of stabling siding detec-
tion and the white box is the result of signal light detection.
For the intersections with clear stabling siding and traffic
lights, this method can successfully detect the stabling sid-
ing and the location of red traffic lights, and recognize the
time characters. However, when the intersection stabling
siding is fuzzy and the LED is aging, some negative impacts
are found. Based on the 20 actual scenes, the test results are

Tab. 1

shown in Tab. 1, where the types of intersections are corre-
sponding to those shown in Fig. 7. It is shown that the de-
tection for sidewalk intersections, ring and T-shaped inter-
sections is much more accurate than that for cross-type in-
tersections. The reasons are identified as the comparatively
wider range of cross-type intersections. Consequently, the
signal light is imaged in a relatively small image due to the
erection on the opposite side of intersections, and the loca-
tion accuracy of the lights is much lower. Fig. 7(a) and
Fig.7(b) are two typical major intersections in urban cit-
ies, which are the focuses of this paper for identifying ob-
jects. The sidewalks and cross-type intersections are classi-
fied into 18 groups, of which experiments show that two
stabling sidings detections fail, while the two groups of
ring and T-shaped intersections can be correctly detected
and recognized. In the whole scene of experimental tests,
the results show that the detection ratios of stabling siding
and traffic lights are 90% and 85%, respectively. Because
the green of traffic lights is similar to the color of leaves in
the actual scene, the detection ratios of yellow and red traf-
fic lights are relatively higher than that of green traffic
lights. The character recognition ratio reaches 97% on the
basis that the signal characters separate correctly in which
most of the characters can be correctly identified except for
the noisy and particularly “damaged” individual characters.

(e) (d)

Fig.7 Typical intersection scene. (a) Sidewalk intersection; (b)
Cross-type intersection; (¢) T-shaped intersection; (d) Ring-shaped in-
tersection

Intersection signal light detection and recognition results

Intersection type Correct number of

and quantity stabling siding detection

Correct number of Correct number of

signal light location character recognition

Sidewalk-type( 10) 9
Cross-type(8) 7
Ring and T-shaped(2) 2

9 9
6 5
2 2
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5 Conclusion

Detection and recognition of traffic lights at intersections
is studied in this paper with a detection and recognition
method for LED tri-color character traffic lights. Whether
the vehicles approach the intersection or not is determined
through the detection of stabling siding, and then the traffic
lights are detected. Finally, the time characters of the traffic
lights are identified with a self-associative memory. The ex-
perimental results show that the method is efficient to detect
the stabling siding and traffic lights even under a back-
ground of noise and broken edges.

This paper proposes a new kind of approach to detect and
identify traffic lights for revulsive driving under a simple
traffic scene. Future researches will be carried out for more
complicated traffic scenes, such as the scenes with the front
stabling siding occupied by other vehicles, passengers or
other obstacles. How to determine the left turn or right turn
for intelligent vehicles will also be studied.
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