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Vehicle detection method for expressway by MPEG compressed domain
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Abstract: A method which extracts traffic information from an
MPEG-2 compressed video is proposed. According to the features
of vehicle motion, the motion vector of a macro-block is used to
detect moving vehicles in daytime, and a filter algorithm for
removing noises of motion vectors is given. As the brightness of
the headlights is higher than that of the background in night
images, discrete cosine transform ( DCT) coefficient of image
block is used to detect headlights of vehicles at night, and an
algorithm for calculating the DCT coefficients of P-frames is
introduced. In order to prevent moving objects outside the
expressway and video shot changes from disturbing the detection,
a driveway location method and a video-shot-change detection
algorithm are suggested. The detection rate is 97. 4% in daytime
and 95.4% in nighttime by this method. The results prove that
this vehicle detection method is effective.

Key words: vehicle detection; compressed domain; discrete cosine
transform (DCT) coefficient; motion vector

resently, most researches on video-based vehicle detec-
Ption aim at image domain. Refs. [1 —2] determined ve-
hicle passage by detecting the variety of gray-scale values of
the pixels in the detection zone or detection line. Ref. [3]
detected the vehicle by rebuilding the 3-D model of the ve-
hicle and Ref. [4] by checking pavement signs. These im-
age-domain based detection algorithms generally have huge
calculation costs, and the price of corresponding products is
very high.

With the development of network and digital video com-
pression technology, the digital video surveillance technique
has been widely used in highway monitoring systems'” .
Presently, familiar video compression standards are MPEG-
1, MPEG-2 and MPEG-4. These compressed video streams
contain texture information of images and matching informa-
tion of adjacent image frames'®' .

Compressed video data is widely used in content search-
ing, shot-change detection, object extraction and so on'”.
Refs. [8 —9] utilized the DC( direct current) coefficient and
the AC (alternate current) coefficient of the DCT ( discrete
cosine transform) to detect scene switches and gradual chan-
ges in the MPEG-2 video stream, respectively. Ref. [ 10]
used the coding type of a macro-block in a P-frame to deter-
mine scene switches. Refs. [11 —12] utilized the DCT coef-
ficient and motion vector to track moving objects. Ref. [13]
used the DCT coefficient of the I-frame and the macro-block
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type of the P-frame to detect traffic flow.

Extracting traffic information from a compressed domain
does not need to decompress the image. It has the character-
istics of less calculation and lower cost. With the populariza-
tion of digital video surveillance, extracting traffic informa-
tion from compressed digital video streams can offer high-
density real-time traffic information to traffic management
systems without adding other equipment. So it is significant
to study the method of extracting traffic information from
compressed video streams.

This paper presents an algorithm which detects traffic data
from an MPEG-2 video stream of highway monitoring. Mo-
tion vectors of a macro-block are used to detect moving ve-
hicles in daytime, and appropriate checking areas and prior
knowledge are utilized to remove noises of the motion vec-
tors, making them more coincident to a vehicle’s moving
track. At night, the DC coefficient of the DCT is used to de-
tect the headlights of the vehicle, and the method of extrac-
ting the DC coefficients in a P-frame is introduced. Tech-
niques to detect lane lines and video-shot changes are also
given.

1 Basic Theory

The basic idea behind MPEG video compression is to re-
move spatial redundancy within a video frame and temporal
redundancy between video frames'® . Frames are divided into
16 x 16 pixel macro-blocks ( MBs) for an MPEG-2. Each
MB consists of four 8 x 8 luminance blocks and two 8 x 8
chrominance blocks.

DCT-based compression is used to reduce spatial redun-
dancy in 8 x 8 blocks for the MPEG-2, which realizes the
transformation from a spatial domain to a frequency domain
and extracts frequency information from the image. Because
human eyes are not sensitive to high frequency information,
the MPEG-2 adopts a longer quantification step size for high
frequency DCT coefficients. Most high frequency DCT coef-
ficients are quantified to zero, and the spatial redundancy of
an image is removed.

Usually, images in video stream do not change much
within small time intervals, which means adjacent frames are
highly related. The MPEG-2 video stream is a sequence of
three types of frames: intra-frames ( I-frames), forward pre-
dicted frames( P-frames), and bi-directional predicted frames
(B-frames) . The I-frame is a reference frame encoded with-
in itself which compresses an image in a way like the JPEG.
The P-frame is encoded by MB motion-compensation based
on the previous reference frame; it can also be a reference
frame to others. The idea of motion-compensation is to en-
code a video frame based on the adjacent frames. A B-frame
is encoded relative to both the previous reference frame and
the next reference frame. In the MPEG-2, motion prediction
is used to remove the temporal redundancy of the image se-
quence.
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In the MPEG-2 stream, the DCT coefficients contain im-
age texture information, and motion vectors contain the in-
formation of motion prediction of adjacent images. They are
two important parameters for the method proposed in this

paper.
2 Vehicle Detection Based on Motion Vectors

The motion compensation in the MPEG-2 adopts a macro
block estimation method. It is hypothesized that all objects
in the image move translationally, and every point of the ob-
ject has the same speed and direction. Therefore, supposed
pixels in every macro block are making translational motions
equivalently, within a certain range nearby the corresponding
location in an adjacent frame. Thus, the optimally matched
macro block can be found by a certain matching criterion.
The relative displacement between the optimally matched
macro block and the current block is the motion vector.

The motion vector used for encoding in the MPEG-2 is
not perfectly consistent with the object movement in a real
image. So using motion vectors as image segmentation crite-
ria directly is not suitable. Ref. [11] suggested filter motion
vectors with a method based on probability, and in Ref.
[12], median filtering was proposed.

Through large amounts of statistics and analysis on
MPEG-2 sequences, it can be concluded that:

1) If the distance between the vehicle and the camera is
moderate, values and directions of the motion compensation
vectors of the vehicle images will usually accord with the
vehicle’s real motion, as shown in Figs. 1(a) to (c).

2) If the vehicle is far away from the camera, its image
will be too small in the video frame, and so will the motion
vectors. It is not suitable for vehicle identification.

3) If the vehicle approaches the camera, its image will oc-
cupy a long area in the video frame. Since the texture and
color of the vehicle roof are often monotone, motion com-
pensation of those MBs which are parts of the vehicle will
frequently be inconsistent with the vehicle’s motion. The
values and directions of the motion compensation vectors ap-
pear quite disorderly.

The luminance and texture of a bituminous pavement im-
age are quite consistent, so it often occurs that one pavement
image MB matches an MB in some other place in a previous
frame. Such MBs and motion compensation vectors are “iso-
lated points”, which could be removed by comparing the ad-
jacent macro-block. A method which can remove “isolated
points” is defined as

P, if the difference of motion vectors between a
P - current MB and its adjacent MBs is less than
b some threshold
0 otherwise

(1)

where P, is the original value of the motion compensation
vector of an MB. Fig. 1(c) and Fig. 1(d)illustrate the effects
of removing “isolated points”.

When illumination is sufficient, the sensitivity of vehicle
detection by motion vectors is high, and it is insensitive to
the fluctuations in illumination. The motion vector is an ide-
al classification basis. But at night, illumination is low and
image detail is fuzzy; motion vectors in the MPEG-2 stream

are often inconsistent with the actual motion of vehicles, so
motion vectors cannot be used to detect vehicles.

Another merit of detecting vehicles using motion vectors
is that the velocity of vehicles can be calculated accurately
through photogrammetry.

Fig.1 Motion vectors of P-MB in a P-frame. (a) I-frame
picture; (b) P-frame picture; ( c) Motion vectors in P-frame; (d)
“Isolated points” are removed

3 Vehicle Detection Based on Luminance

Algorithms making use of the variety of luminance and
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hue are also common in vehicle detection. Similar informa-
tion can be extracted from the compressed domain of an
MPEG-2 stream.

In the MPEG-2, DCT-based compression is used to reduce
spatial redundancy. The DCT is similar to the fast Fourier
transform( FFT), and it can be expressed as

G(i,v) = %C( V) [ Zf(i,j)cos W] (2)

Fu,v) = Co [ ¥ G, veos GLEDUT] (3
where
Ck) = {ﬁ/z k=0
1 k! =0

The DCT realizes the transformation from spatial domain
to frequency domain. The top left DCT coefficient in the
matrix is usually bigger than the other 63 coefficients, and is
equal to the mean value of the input matrix. This coefficient
is called the DC coefficient and the other coefficients are
called AC coefficients. For the brightness block, the DC co-
efficient represents the average brightness of the image
block.

The I-frame is an intra-frame, and its DC coefficient of
the DCT can be extracted directly from the data stream. But
in order to reduce temporal redundancy, the I-frame general-
ly appears once every 0.5 s. This frequency is too low for
vehicle detection. The P-frame appears approximately once
every 0.1 s. This detection frequency meets the require-
ment. But the P-frame does not directly contain DCT infor-
mation of image blocks.

Each MB in a P-frame can be encoded either as an I-MB
or as a P-MB. An I-MB is encoded just like an MB in I-
frame. A P-MB is encoded as a 16 x 16 pixels area of the
previous reference frame, plus an error term. Thus the DCT
coefficient of a P-frame MB(DCT ) is the sum of the DCT
coefficient of its matching MB(DCT,;.) and that of the error
MB(DCT\), which can be demonstrated as

DCT, = DCT  + DCT g (4)

DCT, can be extracted from the MPEG-2 stream direct-
ly. DCTg. is the DCT coefficient of the previous reference
block. The previous reference block is located among four
MPEG-2 image blocks commonly, as shown in Fig. 2.
DCT,g: should be regenerated based on the DCT coefficients
of these MPEG-2 image blocks.

(a) (b) ()

Fig.2 DCT coefficient restoration algorithm for P-frame.
(a) Reference block; (b) Image block B;; (c¢) Image block after

conversion

Ref. [14] proposed to derive the DCT coefficient of a ref-
erence block by converting the motion compensation opera-
tion to matrix multiplication. In Fig. 2, let B, represent the
intersection part of the reference block located in the unit
block B, then the image block in Fig. 2(c¢) can be ex-
pressed as

B =HB,G (5)

where H = [g g’],G: [;)k

tersection, k is the width, I, is the unit matrix of & order,
and I, is k order one.
Using DCT, it can be deduced from Eq. (5) that

0
0], I is the height of the in-

DCT(B}) =DCT(HB,G) = DCT(H) DCT(B,) DCT(G)
(6)

Applying formulae similar to Eq. (3), the content of the
reference block in image blocks B,, B,, and B,, which are
called B, B}, and B/ respectively, can be obtained. Their
DCT coefficients can be calculated according to Eq. (6).
The reference block B, is the composition of B', B}, B},
and B).

B, =B, +B,+B, +B, (7)

Since the DCT is a linear transformation, the DCT coeffi-
cient of B, can be obtained as

DCT(B,.) = DCT(B) + DCT(B}) + DCT(B}) +
DCT(B!) (3)

After the DCT coefficients of all the image blocks in the
I-frames and P-frames of the image sequences are extracted,
certain blocks in the image can be appointed to monitor the
variations in their DC coefficients of the DCT. When the va-
riance exceeds some threshold, this place can be thought as
having a vehicle passing.

In daytime, detecting vehicles with DC coefficients of the
DCT of MPEG-2 image blocks is greatly influenced by envi-
ronmental illumination'”, and is not sensitive to vehicles
whose luminance is close to that of the road surface. But at
night, vehicles usually turn on head lamps when running,
and the luminance of the lightened region is much higher
than those of the others. Traffic flow can be counted as
“head lamps” with the variance in the DC coefficient of the
DCT. The speed of vehicles can be estimated by the moving
speed of high luminance image blocks in the image se-
quence.

When detecting vehicles by “head lamp” counting, the in-
fluence of mirror images of head lamps on wet or snowy
road surfaces should be considered. As this detector is limit-
ed to be used on expressways, the distance between vehicles
on the same lane is comparatively long. Therefore, when
two high-luminance regions are on the same lane and rather
close, they may be merged and recognized as one vehicle.

4 Driveway Region Location and Video-Shot-
Change Detection

In the closed-circuit television (CCTV) monitoring sys-
tem of expressways, cameras often pan. Vehicle detection
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using DC coefficients of image blocks need the background
of the scene be still and the location of detection area is de-
termined beforehand. At the same time, in order to prevent
moving objects outside the expressway from disturbing the
examination, we need to determine where the driveway lies
in the video frame.

All the vehicle detection methods introduced above sup-
pose that the camera is fixed, which is quite impossible for
expressway monitoring. So methods to determine adaptively
detection areas should be introduced, then when a camera
pans, video-shot-changes can be detected in a timely manner
and the detection area can be relocated. The area of detection
is always located on the driveway, so we need to develop a
driveway image location method.

4.1 Driveway region location

Ref. [16] used the double-threshold value method to ex-
tract white lane lines, and then used feature points to track
them. This algorithm works in an image domain.

The luminance of a bituminous pavement image is quite
consistent, so the DC coefficients of the DCT of the pave-
ment image blocks within one frame are also normally con-
sistent. The DC coefficients of the DCT of lane-line image
blocks are obviously higher than those of the pavement im-
age, thus the DC coefficients of the image blocks can be
used to locate the driveway region.

Fig.3 is a curve of DCT’s DC coefficients of 88 blocks
whose original image is a slice in Fig. 1(a).

2501

DC coefficients
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Fig.3 DC coefficient curve
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The average gray scale value of the line is about 140, and
the flat part of the curve corresponds to the location of bitu-
minous pavement, while the peaks represent lane-lines. This
curve accords well with the original image.

4.2 Video-shot-change detection

The detection area should be re-set after video-shot chan-
ging. Refs. [8 —9] suggested to examine video-shot-change
with DCT coefficients, but the algorithm cannot determine
the direction of the change, and is sensitive to the change of
luminance.

In the MPEG-2 stream, the P-frame is composed of two
types of MBs. One type is an intra-coding MB, which means
that no matching image area is found in the reference frame;
the other is a forward-predicting MB, which means that the
MB is matched with some area in the reference frame.

In the MPEG-2 stream, the motion vector of the MB is
decomposed into a horizontal motion vector and a vertical
motion vector. If the absolute value of the horizontal motion
vector is greater than that of the vertical motion vector, the

MB is considered moving horizontally; otherwise, it is
moving vertically. Applying this rule, MBs can be divided
into five classes: moving left, moving right, moving up,
moving down, and still.

If the number of intra-coding MBs is greater than some
pre-defined threshold, the camera is considered to be pan-
ning, and the detection area should be re-set.

5 Results and Analysis

Therefore, this algorithm can be separated into the following
steps:

Driveway is located first by a driveway location algo-
rithm. The transverse detection area, whose preferred width
is 8 MB, is set in the middle of the image. After location,
image blocks outside the driveway will be ignored.

The image is segmented by region growing. Image blocks
whose motion vectors are greater than some threshold in day-
time as shown in Fig. 4, or whose DC coefficients of the DCT
are greater than some threshold at night, will be used as re-
gion growing seeds, as shown in Fig. 5. Segments will be
eliminated if their block number is less than a given value.

- -

(b)

(e)

Fig.4 Segmented region chosen by motion vectors. (a)P-
frame picture; (b) Motion vector; (¢) Segmented region
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(b)

Fig.5 Segmented region chosen by DC coefficients of
DCT. (a)Picture in nighttime; (b) Segmented region

When region growing seeds are chosen by DC coefficients
of the DCT, segmented regions close to each other will be
merged and regarded as one vehicle.

Each segmented region will be regarded as a vehicle, and
vehicle counters will increase when a region enters the de-
tection area for the first time.

An inherent difficulty of video-based vehicle detection is
the handling of overlapping. It is also a difficult point for
detection algorithm based on a compressed domain. An algo-
rithm based on a compressed domain accepts image blocks
and image MBs as basic units. The resolution is low and it
is difficult to extract vehicle edges in compressed domains.
So there exists a certain probability of omission.

It is also found that the installation position affects the de-
tection greatly. Take a camera which is installed 4. 5 m high
beside the road as an example. One of its video sequences in
daytime has 457 vehicles in it. Taking 15 vehicles which are
almost overlapped out of consideration, our algorithm scored
an accuracy of 91%, with 38 vehicles missed and 2 fake
ones. The main cause of omission is regarding 2 vehicles
driving parallelly as one. And the reason for wrong identifi-
cation is mistaking the shadow of a large vehicle as a vehi-
cle.

When the camera is located high or right above the drive-
way, overlapping can be avoided effectively, and vehicles
can be correctly segmented. Another merit is that the width
of a vehicle can be calculated by counting MBs occupied by
the vehicle image. If the width of the detected object is big-
ger than that of the lane, it will be counted as 2 vehicles.
The width of lane can be calculated using the method de-
scribed in section 4. 1. Take another camera which is in-
stalled above the road as an example. One of its video se-
quences in daytime has 225 vehicles. Our algorithm scored
an accuracy of 97. 4% , with 5 vehicles missed and 1 mistak-
en. The accuracy obviously increased.

The location and the monitoring angle of the camera also
greatly influence the detection at night. According to statis-
tics, when the angle between the camera and the driveway is
small, the head lights of vehicles will shoot into the camera
directly. This will produce a big light spot in the image, and
a vehicle cannot be identified exactly. Take the camera in-
stalled 4. 5 m high beside the road as an example. One vide-
o sequence of nighttime has 127 vehicles, our algorithm
missed 23 of them, and the accuracy was only 81.9%.

If the angle between the camera and the driveway is
large, the head lights of vehicles cannot shoot into the cam-
era directly. Take a camera which is installed 6 m high
above the road and with an angel of 45° against the drive-
way surface as an example. One video sequence of night-
time has 87 vehicles, our algorithm missed 4 and mistook
none, and the accuracy was 95.4% . Detection precision is
improved. Here, the reason for missing is that when two ve-
hicles driving parallelly are close to each other, the head
light spots of one vehicle may overlap the other.

6 Conclusion

Experiments reveal that extracting traffic information from
an MPEG-2 compressed domain is feasible. The motion-vec-
tor-based vehicle detection method is sensitive, hard to be
disturbed by environmental luminance variance, and capable
of detecting vehicle speed. On the other hand, this method
accepts image blocks and image macro-blocks as basic
units, which results in low resolution and a probability of
omission. This should be improved with engineering optimi-
zation techniques.

With the progress of video compression technology, the
unit of coding should be much slighter. For example, in the
prediction mode of H. 264, one MB can be segmented into 7
dimensions of different modes. This multi-mode MB seg-
mentation is flexible and subtle, and is more suitable to the
actual shape of moving objects in the image. With such
help, the traffic information extracted from compressed data
will be more straightforward and exact.
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