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Mean shift algorithm based on fusion model for head tracking
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Abstract: To solve the mismatch between the candidate model
and the reference model caused by the time change of the tracked
head, a novel mean shift algorithm based on a fusion model is
provided. A fusion model is employed to describe the tracked
head by sampling the models of the fore-head and the back-head
under different situations. Thus the fusion head reference model is
represented by the color distribution estimated from both the fore-
head and the back-head. The proposed tracking system is efficient
and it is easy to realize the goal of continual tracking of the head
by using the fusion model. The results show that the new tracker
is robust up to a 360° rotation of the head on a cluttered
background and the tracking precision is improved.
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he efficient tracking of a head in a complex environ-

ment is one of the most fundamental tasks in computer
vision applications such as visual surveillance, video confer-
ences, and human computer interaction, etc. However, devel-
oping a head tracking algorithm that is robust under a wide
variety of conditions such as partial occlusion, clutter, and
changes in the head appearance remains a challenging task
for the visual domain. The main challenge may come from
the head appearance changing during the whole tracking
process. Typically a head tracker must handle a large degree
of head rotation. At the same time, it is critical that the
tracking algorithm should have low computational complexi-
ty because high-level tasks such as face recognition may be
the main task of the system. Although combining multiple
features may be an attractive option, the burden of computa-
tion increases at the same time.

Recently, mean shift has become a new important image
processing algorithm which was originally developed by
Fukunaga and Hostetler'! and was further developed by
Cheng'”'. Its efficacy has been demonstrated in solving many
computer vision problems" ™, such as image segmentation,
smoothing, and texture classification, etc. It is a simple itera-
tive statistical method and has been proved to be an excel-
lent and real-time algorithm in video object tracking. Peng
et al. ! integrated an adaptive model update mechanism in-
to the mean-shift-based tracking system. Shan et al.'” pro-
posed to integrate advantages of the particle filter and mean
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shift for improved hand tracking, using mean shift to drive
particles to local peaks in the likelihood function, thus im-
proving the sampling efficiency. And they realized real-time
hand tracking in dynamic environments of the wheelchair.
Yang et al.!” presented a tracking algorithm using a new
simple symmetric similarity function for kernel density esti-
mation in a joint spatial-feature space.

A crucial component in the mean shift framework is how
to represent the object' . In head tracking, the key challenge
is to capture the variability of the head model and its color
can vary over time dependent on the visual angle. In this pa-
per, we are interested in the best way to use the type of prior
knowledge for head representation; specifically, how to en-
code the head color variability. So we present a new ap-
proach for head tracking based on a fusion color model in
the mean shift procedure, whose statistical distribution char-
acterizes the head variation automatically. Before tracking,
the fusion model is constructed. Compared with an ordinary
reference model, our fusion model is more robust and simp-
ler. It is also very convenient for integration of the shape in-
formation and generalization to other suitable target track-
ings.

1 Mean Shift

Mean shift algorithms are successful approaches in visual
object tracking and have become popular due to their sim-
plicity and robustness. In mean shift trackers, a color histo-
gram 1is usually used to describe the target region of interest.
The Bhattacharyya coefficient is used to measure the similar-
ity between the reference model and the current candidate
model. Tracking is accomplished by iteratively finding the
local minima of a similarity measure between the kernel
density estimates of the reference model and the target im-
age.

Here we review some basic theories of the mean shift al-
gorithms. Let x, denote the k-th pixel coordinate of the ob-
ject image in a frame, centered at position x,. The function
b: R2—>{1,2, ...,m} maps a pixel x, to its bin and m is the
number of the bins. The reference model of the target of in-
terest is represented in its feature space by the function cal-
culated using kernel function k defined by

g, = ci k(
k=1

2
X, =X,

)b‘[b(xk) —ul w=1,2,...m
(1)

where h is the bandwidth of the kernel and n is the total
number of points in the kernel. The constant C is derived by

imposing the condition Y g, = 1.

u=1

Similarly, the target

candidate centered at location y is calculated by

p.(y) = Ch;k( Hy;lx )5[b<xk> —u]
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u=1,2,....,m (2)

m

where 2 P.(y) =1and C,is a normalization constant. The
u=1

Bhattacharyya coefficient is a popular measure between the

reference model and the candidate model. The distance be-

tween the two model distributions is computed as

= v1 -plp(y),q] (3)

The sample estimate p(y) of the Bhattacharyya coefficient
is given by

d(y)

p(y) =plp(y),ql = 2 VPN 4, (4)

The mean shift algorithm aims to recursively minimize the
distance by shifting j, to a new centre location y, where the
similarity of the reference model and the candidate model
shows an increase in the Bhattacharyya coefficient. The new
target location y, is obtained from its initial location y, using
the following relationship:

n A 2

Zkakg( . h oL )
o= S AT (5)
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where g(x) = —k’(x) and the weights w, are computed as
“ 9.

w, = Y [am=8lb(x,) —ul (6)

1 Pu(yo)

u

2  Fused Model

One major component of mean shift object tracking algo-
rithms is a proper target representation which is used to esti-
mate the similarity. The head is generally represented by va-
rious features such as color, contour and texture. In general,
color is one of the most attractive features, which is com-
monly used in literature due to its robustness against non-ri-
gidity, rotation, and partial occlusion. In the current color
model, the head is usually represented by the color distribu-
tion estimated from the face region. Although many success-
ful examples have been reported by using the above color
model, they usually fail in the scenarios when the head fea-
ture varies seriously. In order to handle this problem, many
researchers adopt updating the reference model in some peri-
odic fashion with the constraints of some specified threshold
mechanisms. But the situation when the head histogram is
updated is a very difficult problem, because it requires one
to detect whether a changing appearance is due to the head
rotation or a temporary occlusion. The updated model meth-
ods are also easily influenced by the background, because
the background information is easily contained in the refer-
ence model during the updating process.

In order to solve these problems, a novel color-based head
representation solution is proposed in this paper. In the pro-
posed color model, the head as a whole color distribution is
estimated from both the pixels in fore-head and back-head
regions. The fusion model in an 11 x 11 synthetically spatial
space from two models to one is shown in Fig. 1. The detail
of the fusing procedure is as follows: Select model pixels al-
ternately from Figs. 1(a) and(b), then rearrange the two pix-

els set as Fig. 1(c). The effect of the real head fusion model
forms model A and model B as is shown in Fig. 2.

(a) ()
Fig.2 Fused head model forms two different head appear-
ances. (a) Model A; (b) Model B; (¢) Fused model

In order to interpret the rationality of the fusion model by
the mean shift theory, we now derive the parameter w,. The
Bhattacharya coefficient can be approximated as

P I 5 =
pLpG). 4l =~ 5 % m 5 Zpu(y)m =

u=

12
52 VPF)d +5 Z ok ’ (7
u=1
where the first term is a constant and
Z =48 b(x,) —ul (8)
yo)

For qualitatively explaining the validity of the fusion
model in the head tracking process, we assume that model
A, model B, and backgrounds do not have the same non-0
bins mutually. Then, without loss of generality, the candidate
model p(y,) is assumed to be composed of part of model A
and the background. When computing the coefficient w,, the
ingredient of model B in the fusion model does not have any
effect. Because the corresponding candidate model bins are
0, the correspondence w, is equal to 0. So the non-0 coeffi-
cient w, mainly comes from the ingredients of model A in
the fusion model. From the fusion model construction
process, the bins’ proportions hardly change. In other
words, the non-0 coefficients w, of the fusion model are not
changed relatively. Thus the updating location y, is not influ-
enced. We also can look at it from another angle so that, the
so-called fusion model in fact uses two low resolution mod-
els to carry on the matching process in a more precise image
space, and the needed model is full-automatically comple-
ted. This is also the biggest superiority of this novel tracker.
The whole mean shift procedure is as follows:

1) Compute the kernel histogram p,(y,) in the reference
frames and it can evaluate the Bhattacharyya coefficient

P[};(ﬁo), é] )

2) Compute the weights w, according to Eq. (6);
3) The new recursive location ¥, is calculated by Eq. (5)
and it can evaluate p[p($,), q];
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4) While p[p(y)), 4] <plp(¥y), 4], do $i——=(3, +3));
5) Stop if |$, =9, | <1; otherwise, if $,—3,, return to
step 1).

3 Experimental Results

We compare the performance of the proposed fusion mod-

el-based mean shift algorithm with the standard mean shift
algorithm and the adaptive model mean shift algorithm on
real video sequences ( see Fig. 3 and Fig. 4). Results are
presented for two image sequences depicting a 360° rotation
of the head on different clutter backgrounds. Here, we just
present some representative results in the following figures.
In all experiments, the RGB color space is quantized into 16

Fig.3 The office sequences tracking outcomes. ( a) The single reference model mean shift procedure; (b) The adaptive model mean shift

procedure; (¢) The fusion model-based mean shift

Fig.4 Other sequences tracking outcomes. ( a) The single reference model mean shift procedure; (b) The adaptive model mean shift pro-

cedure; (¢) The fusion model-based mean shift
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x 16 x 16 bins. The Gaussian kernel is selected.

The office sequences come from Stanford Vision Labora-
tory and the frame resolution is 128 x 96 pixels. The target
is initialized with a hand-drawn rectangular region of size
23 x 27. The rectangle shows the position of a person’s
head. For comparison, we show the office tracking results u-
sing a general model-based mean shift algorithm in Fig. 3
(a). From left to right, frames 15, 26, 32, 43, 49, and 56
are displayed. The tracking is not good in frame 32 and fails
in frame 43. The other sequences are screened. The resolu-
tion is 320 x 240 pixels. Fig. 4(a) shows results of tracking
a head in an indoor environment with general mean shift.
From left to right, frames 18, 24, 29, 32, and 43 are dis-
played. Fig. 4(b) shows the results of the tracking head with
the adaptive model mean shift. Fig. 4(c) gives the results of
the new algorithm. Serious problems such as heavy rotation
and changing background are correctly handled.

4 Conclusion

Our main contribution in this paper is to extend the mean
shift framework for tracking heads with large varying fea-
tures by introducing the fusion model. We have shown how
it is possible to make use of head features from the mean
shift algorithm. The fusion model is better than the ordina-
ry color feature model in the tracking process. The method
is validated on many real-complexity video sequences. The
results are compared with the general color model and the
adaptive model mean shift algorithm and show the superior-
ity of the improved algorithm. Moreover, the fusion model-
based mean shift head tracking introduced in this paper

shows excellent efficiency and straightforward implementa-
tion.
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