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Abstract: To reduce the number of digital predistortion
coefficients, a step memory polynomial ( SMP) predistorter is
presented. The number of predistortion coefficients is decreased
by adjusting the maximum nonlinear order for different memory
orders in the traditional memory polynomial ( MP) predistorter.
The proposed SMP predistorter is identified by an offline learning
structure on which the coefficients can be extracted directly from
the sampled input and output of a PA. Simulation results show
that the SMP predistorter is not tied to a particular PA model and
is, therefore, robust. The effectiveness of the SMP predistorter is
demonstrated by simulations and experiments on an MP model, a
parallel Wiener model, a Wiener-Hammerstein model, a sparse-
delay memory polynomial model and a real PA which is
fabricated based on the Freescale LDMOSFET MRF21030.
Compared with the traditional MP predistorter, the SMP
predistorter can reduce the number of coefficients by 60% .
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ne of the challenges in designing RF power amplifiers

(PAs)is the linearity requirement. As more and more
non-constant envelope signals are transmitted to utilize the
limited frequency resources efficiently, higher peak-to-aver-
age power ratio( PAPR) results lead to stronger linearity re-
quirements of RF PAs. Memory effects also become signifi-
cant in high-efficiency PAs operating with wideband signals
and need to be considered for these PAs’ linearization'" . Of
all linearization techniques, predistortion is among the most
effective and popular ones. A predistorter is a functional
block that precedes the PA. It generally creates an expanding
nonlinearity since the PA has a compressing characteristic.
Ideally, it is hoped that the output of a PA is a scalar multi-
ple of the input of the predistorter-PA chain''.

In the past, several behavioral models of PAs were pro-
posed to model the memory effects, such as the Volterra
model”™, the Wiener model”™, the parallel-Wiener mod-
el”, the Wiener-Hammerstein model™ and the memory
polynomial( MP) model™ . 1t is difficult to judge which PA
model is the best, since it depends on the type of the PA
and the data format being transmitted etc. In applications,
predistortion linearization is the ultimate objective. Our goal
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here is to find a good model to approximate the inverse of
the nonlinearity PA with memory, in the sense that parame-
ter extraction and system implementation are straightforward
and the predistorter model is robust. The memory polynomi-
al model™ * is shown to be a good model for predistorters
and it is robust. But when long-term memory effects'''’ are
considered, the memory polynomial model requires a large
number of coefficients, and shows a slow convergence of
root mean square ( rms) error between measured output and
predicted output by adding delay taps. These disadvantages
can be minimized by adopting sparse delay taps in modeling
PAs"". Yet a memory polynomial model with sparse delay
taps(MPMSD) introduced by Hyunchul et al. is unsuitable
for a predistorter due to high computational complexity and
relatively slow convergence.

To solve this problem, a step memory polynomial( SMP)
predistorter is proposed. Instead of a constant maximum non-
linear order in a memory polynomial predistorter, the pro-
posed SMP predistorter has a non-constant maximum nonlin-
ear order. Compared with the traditional memory polynomial
predistorter, the SMP predistorter can efficiently decrease
the number of coefficients, especially when long-term mem-
ory effects are considered. The corresponding offline learn-
ing structure'” and the identification algorithm are also de-
tailed. Owing to the offline learning structure, the coeffi-
cients of the proposed predistorter can be directly extracted
from the sampled input and output of a PA through a simple
offline process. The linearization performance of the SMP
predistorter is validated by simulations and experiments. The
results show that the SMP predistorter can work as well as
the traditional MP predistorter with fewer coefficients.

1 Step Memory Polynomial Model for Predistorter

Let us consider a traditional memory polynomial predis-
torter with the input x(#) and output y(n),

K 0
y(n) = ; ¥ =) [x(n =gy |71 (D)
=l
where K is the maximum nonlinearity order and Q represents
the maximum memory order. In Eq. (1), a K-th order poly-
nomial of x(n -¢q)(g=0, 2, ..., Q) is used to represent its
contribution to the output y(n). In other words, the maxi-
mum nonlinear order is constant for every input. Since the
effects of nonlinear dynamics tend to fade with increasing
order in many real PAs'", we can try to adjust the maxi-
mum nonlinear order of the past input to decrease the num-
ber of coefficients and keep the linearity of the predistorter-
PA chain.
Let K=K, then Eq. (1) becomes
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o K
y(n)y = ¥ Y ax(n=-q) |x(n-gq) " (2)
4=0 k=1

where K P is the maximum nonlinearity order, and it is non-
constant and varies with memory order g. Eq. (2) is referred
to as a step memory polynomial model. In practical applica-
tions, in a predistorter, K, is usually the maximum of all K .

(¢=0,1,...,0).
2 System Identification

The coefficients of the proposed predistorter are extracted
based on an offline learning structure!”, whose configura-
tion is shown in Fig. 1. Instead of modeling a PA’s behavior-
al model and then building a corresponding predistorter, we
extract the coefficients of the predistorter directly from the
input and output data of a PA. This structure eliminates the
real-time closed-loop adaptation requirement, and allows us
to extract the parameters through a simple offline process.

——| Predistorter X= PA Y .
i
a
Atiract the
coefficients
d=H'X

Fig. 1 Oftline learning structure

As we know, the characteristic of a predistorter and the
characteristic of a PA are inverse. In Ref. [3], it is shown
that if one has a p-th-order post-inverse of a general Volterra
system, then the p-th-order pre-inverse is identical. The
memory polynomial model is a special case of the Volterra
model'™. Thus, for an arbitrary order of approximation,
predistortion is equivalent to postdistortion in our applica-
tion. If the input and the output data of a PA are represented
by X and Y(scaled) respectively, then the characteristic of
the corresponding predistorter can be extracted from X and
Y. This means that X is expected to be the output of the pre-
distorter while Y is assumed to be the input of the predistort-
er.

Now the output X and the input Y of the predistorter are
given. In order to extract the coefficients of the step memory
polynomial model, the step memory polynomial function is
represented by a matrix equation. From the given input data
Y and the output data X in the time domain, we can define

X=[x() x(I+1) x(I+N-1]1" (3)
and
H=[H, .. H, H,] (4)
where
hy, (D hy (D) he (D
H, - hl,q(:1+1) hzyq(:l+1) hlc,.q:(l”)
hy, q(l.+N—1) hz,q(l;rN—l) thvq(l.+N—l)

()

h (D) = |y(I=gq) ["y(1-q) (6)
Let the complex coefficients be represented as follows:
a=[la, .. a, .. aQ]T 7

where

a, :[a,'q

a, , - ag ] (8)

Eq. (2) with N consecutive time-domain data points can
be represented with a matrix equation such as

X =Ha (9)

0

where X is an N x 1 vector; H is an N X 2 K, matrix; and
q=0
0

aisa 2 K, x1 vector. The expected coefficients can be ac-
q=0
quired using the following equation:

d=H'X (10)
where H ' denotes the pseudo-inverse matrix of H and d is
the least-square solution of Eq. (9). Then
X=Ha (11)

To give a quantitive measure of the linearization accura-
cy, a normalized mean square error( NMSE)"* can be ac-

quired as o

> x(h) - 2D
1=0 (12)

N-1

2 | x(D) |?

where x(/) is the desired PA output and £(/) is the PA out-
put with predistortion.

exuse = 10logy,

3 Simulations

In this section, we illustrate the performance of the SMP
predistorter identified by the offline learning structure. We
will show that the SMP predistorter can be used to linearize
several different nonlinear models with memory, which
demonstrates the robustness of the SMP predistorter. The PA
is assumed to follow an odd-order-only memory polynomial
model, a three-branch parallel Wiener model, a Wiener-
Hammerstein model and a sparse-delay memory polynomial
model, respectively. The coefficients of the first three mod-
els are cited from Ref. [2]. In the following simulations, the
baseband input is a WCDMA downlink signal with a data
rate of 3. 84 MHz and a center frequency of 2. 14 GHz.

3.1 Example of memory polynomial model

We assume that the PA obeys an odd-order-only memory
polynomial model,

K

Q
ym = ¥ Yexn-q) [x(n—g) | (13)

&~

The coefficients are as follows:

o =1.051 3 +0.090 4i, ¢, = —0.054 2 ~0.290 0i
¢y = —0.9657 -0.708 2i, ¢, = —0.068 0 —0.002 3i
¢, =0.223 4 +0.231 7i, ¢, = —0.245 1 -0.373 5i
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¢, =0.028 9 —0.005 4i, c;, = —0.062 1 —0.093 2i
¢, =0.122 9 +0. 150 8i

The nonlinearity and the memory order of the proposed
SMP predistorter is assumed to be

Q=3
K,=7, K, =5, K, =3, K3:1} (14)
In the traditional MP predistorter, the maximum nonlin-
earity order K =7 and the maximum memory order Q =3.
Fig. 2 shows the power spectrum density( PSD) when differ-
ent predistorters are applied. The adjacent channel power ra-
tio( ACPR), the NMSE and the number of coefficients used
in different predistorters are listed in Tab. 1. We can see that
both the proposed SMP predistorter and the traditional MP
predistorter work well. ACPR@ +5 MHz is improved by 14
dB and 16 dB, respectively. The NMSE of both predistorters
are better than —45 dB. Compared with the MP predistort-
er, the number of coefficients of the SMP predistorter is de-
creased by 37.5% .

Or — Input signal
10l —e— Without predistortion
—+— With the proposed
-20t SMP predistorter
- —&— With the traditional
'£ -30r MP predistorter
. - 40 h
g
% -50+
—~ 60 r
o I

"4 -2 0 2 4 6 8
Frequency/MHz
Fig. 2 Simulated power spectrum density for the MP model

Tab.1 Comparison of linearization performance for the MP model

Predistorter type ACLR@ +5 MHz/ enmse” Num.be.r of
dBc dB coefficients
Without predistorter —-35.38/-33.88
MP predistorter —-49.82/-49.92 —-45.85 16
SMP predistorter -50.01/-50. 16 —-45.48 10

3.2 Example of parallel Wiener model

The PA is assumed to follow a three-branch parallel Wie-
ner model( see Fig. 3). The linear time-invariant( L'TT) blocks
in the model are defined as

H (z) =1 (15)
1+0.3z7"

H(z) =——— 16

2(2) 1-0.1z7" (16)
1-0.27""

H = 17

=0 an

The memoryless nonlinearity in the i-th branch has input/
output relationship,

yi(n) = deivi(n) ‘V,»(n) ‘k_] (18)

k odd

where v,(n) and y,(n) are the input and output of the i-th
nonlinearity block F,(v), respectively. The d,, coefficients
used are

d, =1.010 8 +0.085 8i, d, =0.087 9 —0. 158 3i
dy = —1.0992-0.889 1i, d, =0. 117 9 +0. 000 4i
dy, = —0.181 8 +0.039 1i, d,, =0. 168 4 +0. 003 4i

d,, =0.047 3 0. 005 8i, dy, =0.039 5 +0. 028 3i

d, = -0.101 5-0.019 6i

——|H1<z>}”‘—(”)—|mu>}”(”7)
x(n) Hz(z) vz(n) Fz(v)ll }’z(n) ‘<
4,|H3(z)}”3_<”),|ps(,,)}ya(7">

Fig. 3 A three-branch parallel Wiener model

y(n)

The nonlinearity and the memory order of the SMP pre-
distorter are assumed to be

0=2 |

K,=7, K, =5, K, =3 (19)

In the traditional MP predistorter, the maximum nonlin-
earity order K =7 and the maximum memory order Q =2.
Fig. 4 and Tab. 2 show the results. The same conclusion can
be drawn that the SMP predistorter performs as well as the
memory polynomial predistorter with fewer coefficients.
Both predistorters can improve ACPR@ +5 MHz 14 dB.

or —— Input signal
~10} —e— Without predistortion
—+— With the proposed
- 20 SMP predistorter
T 230t —a— With the traditional
| : MP predistorter
5 -400 ‘
Z
2 -50}
—_ 60 4
-70f
-8 -6 -4 -2 0 2 4 6 8
Frequency/MHz
Fig. 4 Simulated power spectrum density for the parallel

Wiener model

Tab.2 Comparison of linearization performance
for the parallel Wiener model

Predistorter ACPR@ +5 MHz/ exmse” Number of
type dBc dB coefficients
Without predistorter - 35. 81/-35. 34
MP predistorter -50.19/-50. 06 -46.69 12
SMP predistorter -50.10/-49. 81 -46.94 9

3.3 Example of Wiener-Hammerstein model

The PA is assumed to follow a Wiener-Hammerstein
model( see Fig. 5).

H(z) and G(z) are assumed to be
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x|

a(. | w(n) | | y(n)

)I v<n)‘lF(1})| |G(Z)|

Fig. 5 Wiener-Hammerstein model

140,57

H(2) = — = 2;,1 (20)
1-0.1z77

G(a) =y 42,1 (21)

v(n) and w(n) are the input and output of the memory-
less nonlinear block F(v),
K
w(n) = Y bv(n) |v(n) [*! (22)
k=1

k odd

where b, =1.010 8 +0. 085 8i, b, =0.087 9 —-0. 158 3i, b;
= -1.099 2 -0. 889 1i.

In this example, the maximum nonlinearity order and the
memory order of the traditional MP predistorter are assumed
to be K=11, Q =7. To obtain better performance, we in-
crease the maximum memory order of the SMP predistorter
to O =9. The corresponding nonlinearity order is assumed to
be

K,=11, K, =9, K, =7, K, =5, K, =3 (23)
K. =K, =K, =K, =K, =1 }

Fig. 6 and Tab. 3 show the simulation results when the PA
is modeled by the Wiener-Hammerstein model. The results
show that both the SMP predistorter and the MP predistorter
can improve ACPR@ +5 MHz 18 dB; the NMSE of both
predistorters are better than —44 dB. Compared with the tra-
ditional MP predistorter, the proposed SMP predistorter re-
duces the number of coefficients by 50% .

Or — Input signal
~10 —e— Without predistortion
I —+— With the proposed
__—20¢ SMP predistorter
i —a— With the traditional
- 30 MP predistorter
5 -] ‘
<
a -50}
£
- 60
-70
-8 -6 -4 -2 0 2 4 6 8
Frequency/MHz
Fig. 6 Simulated power spectrum density for the Wiener-

Hammerstein model

Tab.3 Comparison of linearization performance for the
Wiener-Hammerstein model

Pre‘:;s;:mr ACPR@ +5 MHz/dBc eyyse/dB i‘;‘f‘;ﬂfg’é
Without predistorter —31.76/-31. 84
MP predistorter -50.23/-49.78 -44.50 48
SMP predistorter -50.71/-49. 88 -44.73 24

3.4 Example of sparse-delay memory polynomial model

The PA is assumed to follow a sparse-delay memory
polynomial model'"” that has a transfer function with the
form described in Eq. (5)with K =3 and Q =3,

0 K

y(n) =Y Z Ay, o | x(n =d,) " x(n —d,)

q=0

(24)
The parameters of the given system are as follows:

a, ,=0.98-0.3i, a,, = —0.3 +0.42i, d, =0
a,, =0.06+0.03i,a,, = —0.02 +0.05i, d, =10
a,,=0.02+0.08i, a,, = -0.01 —0.08i, d, =100
a,,=-0.01+0.02i, a,,=0.02-0.01i, d, =50

In this example, the maximum nonlinearity order and the
memory order of the traditional MP predistorter are assumed
to be K=7, Q =14. To obtain better performance, we in-
crease the maximum memory order of the SMP predistorter
to Q =16. The corresponding nonlinearity order is assumed
to be

K, =7, K, = K =
0 > 1 5, 2 3} (25)

K,=K,=..=K, =1

Fig. 7 and Tab. 4 show the simulation results. Both the
SMP predistorter and the MP predistorter can improve
ACPR@ +5 MHz 17dB. However, the NMSE of the SMP
predistorter is better than that of the MP predistorter; about
5 dB improvement can be achieved. Compared with the tra-
ditional MP predistorter, the proposed SMP predistorter
achieves better performance with fewer coefficients. The
number of coefficients is reduced by 61. 6% .

0 —— Input signal
—e— Without predistortion
- 107 —+— With the proposed
-20 SMP predistorter
20 —a— With the traditional

MP predistorter

PSD/(dB+Hz"1!)

4 -2 0 2 4 6 8
Frequency/MHz

Fig. 7 Simulation power spectrum density for the sparse-de-
lay memory polynomial model

Tab.4 Comparison of linearization performance
for the sparse-delay memory polynomial model

Pre‘:;;zner ACPR@ +5 MHz/dBc exyse/dB :)‘:;;:“Czn"tz
Without predistorter —32.53/-32.45
MP predistorter —49.95/-49. 20 -32.24 60
SMP predistorter -50.25/-49. 69 -37.15 23

3.5 Analysis

There are some interesting links between the proposed
step memory polynomial model and the memory polynomial
model.

For the step memory polynomial model, let K, = K, = K
(i, j=0,1, ..., Q), and then the step memory polynomial
model becomes the traditional memory polynomial model. In
other words, the memory polynomial model is a special case
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of the step memory polynomial model.

Compared with the memory polynomial model, the step
memory polynomial model divides the input x(n — q) (g =
0,1, ..., Q) into several portions and makes a difference
among different portions. By decreasing the maximum non-
linearity order of some portions, the SMP predistorter can
efficiently reduce the number of coefficients. When long-
term memory effects are considered, the advantages of the
SMP predistorter become more evident. Also the good per-
formance on different PA models demonstrates that the SMP
predistorter is not tied to a particular PA model and is there-
fore robust.

4 Measurement Results

Fig. 8 shows a block diagram of the experimental test set-
up. The predistortion algorithm is carried out on a PC. The
Anritsu signal analyzer MS2691 A(including a signal genera-
tor and a signal analyzer)is used to generate the predistorted
signal and collect the PA response through networking with
the PC. The power amplifier under test is fabricated based
on the freescale LDMOSFET MRF21030. Experimental
steps are as follows:

1) Set the bias voltage of the PA under test, Vs =3.5V,
Vop =28 V.

2) Generate a pre-defined downlink WCDMA signal and
up-convert it to RF at 2. 14 GHz by a signal generator.

3) Collect the input( connect the input of PA to signal ana-
lyzer through channel A) and output( connect the output of
PA to signal analyzer through channel B) of PA without pre-
distortion by a signal analyzer.

4) Compute the predistortion coefficients.

5) Predistort the pre-defined downlink WCDMA signal,
and then record the results.

Fig. 8 The measured set-up diagram

Both the traditional memory polynomial predistorter and
the proposed SMP predistorter are tested. Fig. 9 shows the
output spectrum of the signal when different predistorters are
applied. Trace (a)is the power spectrum of the input signal.
Trace (b) shows the spectral regrowth of the PA output with-
out predistorter and is seen to be as high as —35 dB relative
to the in-band level. Trace ( ¢) shows the output spectrum
with the traditional memory polynomial predistorter with
nonlinearity order K =9 and memory order Q =5 delay taps,
and trace (d) shows the output spectrum with the proposed
SMP predistorter using nonlinearity and memory orders as
follows:

0=5
K, =9, K, =7, K, =5, K, =3, K, =1, K, :1} (26)

The measured results as well as the number of coefficients
are listed in Tab. 5. The second and third columns are the
ACPR measured in the two lower and two upper adjacent
channel slots, which are spaced at contiguous 5 MHz inter-
vals. The last column shows the number of coefficients. As
can be seen from Fig. 9 and Tab.5, the proposed SMP pre-
distorter improves the ACPR more than 13 dB as well as the
traditional memory polynomial predistorter. The SMP pre-
distorter reduces the number of coefficients by 46% .
or —— Input signal (a)
—e— Without predistortion (b)
—+— With the proposed

SMP predistorter (c)

—a— With the traditional
MP predistorter (d)

10 -5 0 5 0 15
Frequency/MHz
Fig. 9 Measured power spectrum density

Tab.5 Comparison of linearization performance for real PA

. ACPR/dBc Number of
Predistorter type ..
+5 MHz +10 MHz coefficients
Without predistorter —39. 66/ -38.99 -64. 68/ -63.97
With raditional = _ o) 05313 —63.87/ -62.74 30
MP predistorter
With s
ith proposed 5, g3, 53,05 —64. 13/ ~63. 15 16

SMP predistorter

5 Conclusion

In this paper, a step memory polynomial predistorter is
proposed and implemented by adopting an offline learning
structure. The coefficients of the proposed predistorter can be
directly extracted from the sampled input and output of a
PA. Several PA models with memory including a memory
polynomial model, a parallel Wiener model, a Wiener-
Hammerstein model and a sparse-delay memory polynomial
model are used in simulation. It is demonstrated that the pro-
posed SMP predistorter is not tied to a particular PA model,
and therefore is robust. The effectiveness of the SMP predis-
torter is validated by not only simulation on different PA
models, but also by experiments on a real PA which is fab-
ricated based on the freescale LDMOSFET MRF21030. Sim-
ulation and experimental results show that the SMP predis-
torter can effectively improve the linearization performance.
Compared with the traditional memory polynomial predis-
torter, the SMP predistorter can reduce the number of coef-
ficients by more than 60% .
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