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Abstract: Two traditional methods for compensating function
model errors, the method of adding systematic parameters and the
least-squares collection method, are introduced. A proposed
method based on a BP neural network ( called the H-BP
algorithm) for compensating function model errors is put forward.
The function model is assumed as y = f(x,, x,, ..., x,), and the
special structure of the H-BP algorithm is determined as (n + 1)
xp x1, where (n +1) is the element number of the input layer,
and the elements are x,, x,, ..., x, and y' (y' is the value
calculated by the function model); p is the element number of
the hidden layer, and it is usually determined after many tests; 1 is
the element number of the output layer, and the element is Ay =
Yo =¥ (y, is the known value of the sample). The calculation
steps of the H-BP algorithm are introduced in detail. And then,
the results of three methods for compensating function model
errors from one engineering project are compared with each
other. After being compensated, the accuracy of the traditional
methods is about +19 mm, and the accuracy of the H-BP
algorithm is +4.3 mm. It shows that the proposed method based
on a neural network is more effective than traditional methods for
compensating function model errors.
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T he model error is the difference between the mathemati-
cal model( for example, the functional model) and ob-

jective reality. It can be expressed in formula as'"

F =M,-W (1)

where F| is the real model error; M, is the mathematical
model; W is the unknown objective reality; M, # W. Be-
cause the objective reality W is not known, the precision
model M is usually used instead of wt,

F,=M,-M (2)

where F, is the verisimilitude model error. In fact, it is diffi-
cult to study F, or F, in a fixed quantity, because there are
so many factors that make up the model error. However,
once the function model is established, no matter how pre-
cisely you expand the model, the function model error inevi-
tably exists.

In 1968, Baarda, a geodetic scientist from the Nether-
lands, published a technical paper named A testing procedure
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for use in geodetic networks” . He was the first scholar in
the world to study the model error. Since then, the model er-
ror has been regarded as a hot issue by other scholars all
over the world. Based on the theory and the method of data
snooping advanced by Baarda, the methods of identifying,
testing and estimating model errors developed rapidly;
method such as smoothing noisy data with a spline func-
tion, residual and influence in regression'”', geodetic pa-
rameter estimation through iterative weighting'”', L1 norm
minimization for surveying applications'®, multiple outlier
detection by evaluating redundancy contributions of observa-
tions'”’, the collection filtering and nonparametric regression
method" , the theory and application of an adjustment model
with additional systematical parameters'’', and the neural
network method for detecting the model error . At pres-
ent, neural networks are widely applied in the data process-
ing of surveying engineering'"""*' .

How to compensate the model error has been a hard issue
ever since 1968. The research has been done by many schol-
ars in the world, and many research achievements have been
made. At present, the chief methods for compensating the
function model error are as follows: the method of adding
systematic parameters and the least-squares collection meth-
od etc'"'. According to the usage of the methods above for
compensating function model errors in some projects, the au-
thors found that the methods do not change the structure of
the original fitting model, and the methods are ineffective
and insufficient. In this paper, a proposed method based on
neural networks for compensating function model errors is
put forward. Having been used in some projects, the pro-
posed method is validated as being very effective for com-
pensating function model errors'"” .

1 Introduction of General Methods for Compensa-
ting Function Model Errors

In this paper, formulae of two general methods for com-
pensating function model errors are introduced as follows.

1.1 The method of adding systematic parameters

The idea behind the method of adding systematic parame-
ters is that: the items that have been affected by systematic
errors are added to the function model, and then the un-
known coefficients in the items are used as additional pa-
rameters to be adjusted together with the chief parameters.
The adjustment model with additional ( systemic) parameters
is supposed as'"

V =A X” +B yu><l _Lnxl}

nxl nxt tx1 nxu

D(L) =0;Q=0, P! 5

where R(A) =t; R(B) =u; R(Q) =n; R(A) means the rank
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of matrix A; X’ means the chief parameters; ¥ means the
additional (systematic) parameters. According to the adjust-
ment principle V'PV = min, the results can be calculated
by!"!

[X’] B [ATPA ATPB] - [ATPL (4)
Y1 lB'"PA B'PB B'PL
VPV
A2
Do = (t+u) )

1.2 The least-squares collection method

The functional model and the randomicity model are sup-
posed as'"!

L=AX+BY+A, V=AX +BY -L (6)

where L, , is the observation vector; A, ,, is the observation
error vector; X is the chief parameters; Y is the random pa-
rameters for filtering the error. It is known as D, = 0. Q =
03P71§DY :0'3 nyza'g P}:I;DAY =0; E(Y) :MY;E(A) =
0. According to the theory of the broad sense adjustment,
the mathematical expectation of random parameters acts as
dummy observations, and the weight matrix is supposed as
P, so, the least-squares collection model can be translated
into the indirect adjustment model. Based on the adjustment
principle V' PV + VPV, = min, the results can be calculat-
ed by'"

X=[A"(BD,B" +D,) 'A] 'A"(BD,B" +D,) 'L
Y=D,B"(BD,B" +D,) ' (L - AX) }

nxl

(7)
o VPV

0-_
O p—t

(8)

2 Method for Compensating Function Model Er-
rors Based on Neural Network

2.1 Algorithm of back propagation

The neural network method is an adaptive mapping meth-
od. The feed-forward back propagation ( BP) network is a
very popular model in the neural network'" ™. In multi-
layer feed forward networks, the processing elements are ar-
ranged in layers and only the elements in adjacent layers are
connected (see Fig. 1). All the calculation formulae of the

BP network can be found in Refs. [13 —14].

2.2 Special structure of BP network for compensating
model errors (H-BP algorithm)

A new particular structure of the BP network is put for-
ward to compensate function model errors. The function
model is assumed as y =f(x,, x,, ..., x,), and the special struc-
ture of the BP network for compensating the function model
errors is determined as (n +1) xp x1 (see Fig.1).

1) The element number of the input layer is taken as (n +
1). The elements are x|, x,, ..., x, and y'. Among them, y’
is the value calculated by the function model y = f(x,, x,,
e X))

2) The element number of the hidden layer is taken as p.

Hidden layer

Input layer

Output layer

—»Ay

(n+1)xpx1
Fig.1 The special structure of BP network

At present, the value of p is usually determined after many
tests. (Note: In the project in this paper, the values of p are
taken to be from 15 to 20 after being tested for many
times. )

3) The element number of the output layer is taken as 1.
The element is Ay =y, —y', where y, is the known value of
the sample. Hence, Ay means the bias value of y’ calculated
by the function model, and it can be considered as the func-
tion model error.

Due to its high efficiency, the proposed method above is
named as the H-BP algorithm in the following text, and it is
convenient for describing.

2.3 Principle analysis of the H-BP algorithm for com-
pensating function model errors

The H-BP algorithm constructed in this paper can be used
for compensating function model errors. This can be ex-
plained by the BP network structure: one parameter y’ calcu-
lated by the function model y = f(x,, x,, ..., x,) is in the in-
put layer, and the parameter of the output layer is Ay, the
bias value of y'(Ay =y, —y', ¥" is the calculated value by
the function model, y, is the true value). So, the proposed
method based on a neural network is to simulate the differ-
ence between y' and y,, and it is to compensate the function
model errors of f.

After Ay is calculated, the formula for compensating the
function model error of f is as follows:

y=y"+Ay (9)

where y’ is calculated by the function model f; Ay means the
function model error of f, and it is simulated by the BP neu-
ral network above. If the function f we selected is different,
the values of y’ and Ay in Eq. (9) will be changed.

2.4 Calculating steps of the H-BP algorithm

Taking the elevation anomaly ¢ fitting for example, the
calculating steps of the proposed method based on a neural
network for compensating function model errors are as fol-
lows:

1) Assume that the function between the -elevation
anomaly & and the coordinates (x, y) of the point is & = f( x,
y).

2) Assume that n points are in an area, of which n,point’s
values of the elevation anomaly ¢ are already known, while
n,(n, =n —n,) point’s values of £ need to be calculated.
This method requires that n, must be greater than the num-
bers of the unknown parameters in the function model £ =
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J(x,y).

3) Based on the function model ¢ = f(x, y) and the n,
points, all the unknown parameters in the model can be cal-
culated by the least squares network adjustment. Thus, after
the adjustment, the elevation anomaly &’ can be calculated
for all points by the function model & =f(x,y). That is

£ =f(x;, )

4) Calculate the difference A¢ between the elevation
anomaly &’ and the known value &, for all n, points, as

A =€, _§:

where £, is the known value of the elevation anomaly( point

i=1,2,..,n (10)

(11)

i=1,2,...,n

i), and £/ is the elevation anomaly of point i calculated by
the function model & =f(x,y).

5) The BP network is trained by a set of studying samples
which include all the information of the prior n, points (x;,y;,
& AE;i=1,2,...,n). The BP structure is (2 +1) xp x 1.
What needs to be explained is that x,, y, and £ are the three
units in the input layer, and A¢, is in the output layer (see
Fig.1).

6) The differences in the elevation anomaly A¢ can be cal-
culated through all n, points by the trained BP network. The
elevation anomaly & can be calculated by

& =€+ A¢,

where ¢’ is calculated by the function model and A¢ by the
trained BP neural network.

(12)

i=1,2,...,n,

3 Analysis of Results by the Proposed Method
3.1 Introduction of the project

The E-order GPS network of a city (about 280 km®) has
altogether 112 points, among which 56 GPS points have nor-
mal heights obtained by the third-order geodetic leveling.
The accuracy of leveling is +10 mm(o, = £0.01 m). So,
the elevation anomaly £ of the 56 points can be calculated.
Among the 56 points, 18 evenly scattered points are selected
as a study group to train the neural network, while the other
38 points form a test group to check the effectiveness of the
trained neural network. The effectiveness of different meth-
ods can be checked by the test group (38 points).

The mean square error (MSE) acts as a guideline for esti-
mating the effectiveness of different methods. The mean
square error is calculated by

[vv]

=& - =12
n vl gl gOz’l [ ’38

(13)
where n =38; v, is the residual of point i in the test group; &,
is the known elevation anomaly of point i; and ¢, is the ele-
vation anomaly of point i calculated by different methods.

3.2 Different methods for compensating model errors

To compare the effectiveness of the three methods above
for compensating function model errors, four fitting methods
are selected for the project.

1) Method A The plane fitting method ( one function

model)
The equation of the plane fitting method is given as

£ =by +b,x; +byy,, v,=& —&,=by+bx; +b,y, - &,
i=1,2,...,18 (14)

where &, is the known elevation anomaly of point i. Ac-
cording to the adjustment principle V'V = min, the values of
coefficients b,, b,, b, can be calculated, and the results are
given in Tab. 1.

Tab.1 The results of different compensating methods

Parameter Method A Method B Method C Method D
b, 7.270 16. 765 14. 281
b, 1L 111 x10™° =3.799 x10™° -3.095x10°°
b, 4.181x107°7  4.199x107°  4.190x10°°
MSE of test group ) 5 £19.5 £19.3 +4.3

(38 points) /mm

2) Method B The plane fitting method + Adding sys-
tematic parameters

All the unknown coefficients in the model can be calculat-
ed by Eqgs. (4) and (5). The values of the parameters after
compensating this function model error are given in Tab. 1.

3) Method C  The plane fitting method + The least-
squares collection method

Being calculated by Eq. (7)and Eq. (8), the values of the
parameters after compensating this model error are given in
Tab. 1.

4)Method D  The plane fitting method + The H-BP algo-
rithm( neural network)

In Egs. (10), (11) and (12), ¢ is calculated by Eq.
(14). This method is to compensate the plane fitting model
error based on the H-BP algorithm.

The results summary of the four methods is given in Tab. 1.

3.3 Analyzing the effectiveness of different methods

Now, let us analyze the effectiveness of the different
methods in Tab. 1.

1) From Tab. 1, it can be seen that the MSE of method A
is about +20.7 mm. After being checked, the plane fitting
method has function model errors.

2) Methods B, C and D are three different methods for
compensating the function model error in method A. The
MSE values of methods B, C and D are about =+ 19.5 ,
+19.3 and + 4.3 mm, respectively. Method B or C has
some improvement compared with method A, so does meth-
od D(H-BP algorithm) when compared with method A. For
the project, the general compensating methods have just re-
duced a little of the function model error. Fig. 2 shows the
residuals v, of the test group (38 points) by methods A, B, C
and D.

3) Now, we compare methods A, B and C in Tab. 1. The
values of the coefficients in method B and C are different
from those in method A. But method B or C is still the plane
fitting model. In fact, because the geoid is not a plane sur-
face, the effectiveness of method B or C is not satisfying.
After compensating the function model error, method D is
no longer the plane fitting model. The proposed method
changes the structure of the fitting model.
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—*— Method A

-30 —=— Method B
-401 —+—Method C
-s0l + Method D

Point i

Fig.2 The residuals v, of the test group (38 points) by methods A, B, C and D

4 Conclusions

1) The two commonly used methods for compensating
model errors are the method of adding systematic parame-
ters and the least-squares collection method. The drawback
of these two methods is that they do not change the struc-
ture of original function model, and they only modify the
values of the parameters. Therefore, the two methods are
not effective in compensating function model errors.

2) The proposed method based on neural networks is a
better way to compensate function model errors. Being more
efficient than traditional methods in compensating model er-
rors, the proposed method has been applied in many pro-
jects, and all the results using the H-BP algorithm are satis-
factory.
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