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Abstract: The convergence performance of the minimum entropy
auto-focusing ( MEA ) algorithm for inverse synthetic aperture
radar(ISAR) imaging is analyzed by simulation. The results show
that a local optimal solution problem exists in the MEA
algorithm. The cost function of the MEA algorithm is not a
downward-convex function of multi-dimensional phases to be
compensated. Only when the initial values of the compensated
phases are chosen to be near the global minimal point of the
entropy function, the MEA algorithm can converge to a global
optimal solution. To study the optimal solution problem of the
MEA algorithm, a new scheme of entropy function optimization
for radar imaging is presented. First, the initial values of the
compensated phases are estimated by using the modified Doppler
centroid tracking ( DCT ) algorithm. Since these values are
obtained according to the maximum likelihood ( ML) principle,
the initial phases can be located near the optimal solution values.
Then, a fast MEA algorithm is used for the local searching
process and the global optimal solution can be obtained. The
simulation results show that this scheme can realize the global
optimization of the MEA algorithm and can avoid the selection
and adjustment of parameters such as iteration step lengths,
threshold values, etc.
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nverse synthetic aperture radar( ISAR) imaging is a pow-
Ierful tool for obtaining two-dimensional scattering charac-
teristics of moving targets. It provides high range resolution
by transmitting wide-band signals and high cross-range reso-
lution by coherently accumulating the rotational component
of moving targets. ISAR imaging consists of two stages.
The first stage is motion compensation, which can be ap-
plied for transforming the relative motion between a radar
and a moving target into the radar’s rotating motion around
the target on the turntable. The second stage is range-
Doppler( R-D) image formation of the target.

Motion compensation, including range alignment and
phase compensation, is a fundamental stage in ISAR ima-
ging. Phase compensation is referred to the compensation of
the phase error due to the translation component of the mov-
ing target. When the phase error compensation is well com-
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pleted, the image focusing effect is good. Therefore, phase
compensation is also called auto-focusing. Recently, vari-
ous phase compensation algorithms for image focusing have
been presented'' ™', where phase compensation components
are determined by the focusing effect. The functions in these
algorithms, such as the image contrast function' and the
image entropy function'”’, are multi-dimensional ones of
phase compensation components. There is a local optimal
solution problem in these algorithms. To solve this prob-
lem, some progress has been made on performance analysis
and optimization modification for the auto-focusing algo-
rithm oriented to the maximal image contrast” ™. However,
there are few studies on the optimal solution of the minimum
entropy auto-focusing( MEA) algorithm'”', which hypothesi-
zes that the entropy function only has one single-point ex-
treme value. In this paper, it is proved that the extreme-val-
ue solution of the entropy function of multi-dimensional im-
ages is not unique and the solution of the MEA algorithm
may not be the global optimal solution. Subsequently, the
global optimal solution of the MEA algorithm is given.

1 Characteristics of Multiple Extreme Values for
MEA Algorithm

1.1 Theory of MEA algorithm

In ISAR imaging, 1-by-K complex vector G(n) = {G(n,
1), G(n, 2), ..., G(n, K)} denotes an aligned range pro-
file, where n =1, 2, ..., N is the cross range bin number.
The phase compensation is to compensate G (n) with
exp[ - jé(n)], where A(n) is the estimation of the transla-
tional phase error §(n). The phase error (1) of the first
echo is usually assumed to be zero. Then the ISAR image
I(n, k) can be obtained by the image formation'®”" which is
a Fourier transformation with respect to n of the phase com-
pensated G(n). Thus,

N

I(n, k) = Y [G(m, kyexp(=jd(m))]

m=1

exp[—j%ﬁ(m—l)(n—l)] (D)

where k =1, 2, ..., K is the range bin number. The two-

dimensional entropy function of an ISAR image is defined
(8]

as
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where s(I) = 2 z | I(n, k) |? is the energy function of

n=1 k=1
the image.
In the MEA algorithm, Eq. (2)is used as the cost-func-
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tion to estimate the focusing property of an ISAR image.
The entropy of an image with uniformly-distributed bright-
ness is large while that of a good focused image is relatively
small. Therefore, an ISAR image can be well-focused by
selecting ( n) appropriately and making the entropy smal-
ler. f(n) can be calculated by

d(n) = argmin[ E(1) ] (3)

It is a (N - 1) -dimensional optimization problem for the
estimation of 9( n), where n =2,3, ..., N. The searching
process is described in Ref. [4].

1.2 Multiple extreme values of MEA algorithm

The MEA algorithm hypothesizes that the entropy func-
tion E(I) has a unique minimum value in a global region
because the optimal solution of #(n) is iteratively obtained
by searching a minimum value in the local region. Howev-
er, this hypothesis may not be true in practice. The critical
optimal solution of phase error estimation, i.e., the global
minimum value, can only be achieved under some special
conditions which probably are not satisfied all the time.
Fig. 1 is a simple illustration of the iteration processing for
searching the optimal solution of the MEA algorithm. The
optimal solution of #(n) is assumed to be a one-dimensional
problem. ¢° is the initial value for iteration. @' and ¢ are
the searched minimum values for the first and the second it-
eration time, respectively. Considering the limitation of the
iteration step length and the entropy function property, the
final searched minimum value " is converged to a point of
0" which is misunderstood as the optimal solution of the
phase error rather than the global minimum value 6™

12F

E(I)

/%

Fig. 1 An example of iteration processing for searching for a
global optimal solution of MEA algorithm

E(I) is usually regarded as a multi-dimensional function
f(@) of variables @ = {0(n), n=1, 2, ..., N}. f(@) can be
written as
N K

n=1 k=1

o) =-

[ 1. B Py 1 1M, ) [P
s(I) [ s(I) ] (4)

The radar target in the simulation is a ship model which is
made up of multiple equal-strength scatters. And the radar
imaging is under the condition that the range alignment is al-
ready completed. Supposing that @ is the compensated
phase error, the condition of the downward-convex function
in the N-dimensional phase error domain should be ex-
pressed as

flad' +(1 —a) 0] < af(0') +(1 —a)f(6)
0 <a <1 (5)

Case1 The estimated phase error @' is assumed to be lo-
cated near @°. The initial image is a compensated result by
the Doppler centroid tracking (DCT) algorithm (see Fig. 2
(a)). Fig.2(b) presents the ISAR imaging result by using
the MEA algorithm. It can be seen that when the searching
length is selected to be large enough, the auto-focusing pro-
cessing may almost not be useful and the focusing effect of
the initial image cannot be improved.

(b)

Fig.2 ISAR images of a ship model by using MEA algo-
rithm under the condition that @' is located near §° and thresh-
old parameters are not selected appropriately. (a)Initial image;
(b) Final image

Case2 The estimated phase error @' is assumed to be lo-
cated far away from @’. The initial image is an uncompen-
sated result( see Fig. 3(a)). Fig. 3(b) presents the ISAR im-
aging result by using the MEA algorithm. It can be seen
that when the searching length is selected appropriately, the
auto-focusing processing is useful and the focusing effect of
the initial image can be effectively improved.

(b)

Fig. 3 ISAR images of a ship model by using MEA algo-
rithm under the condition that @' is located far away from 6°

and searching parameters are selected appropriately. (a) Initial
image; (b)Final image

In case 1, fla@' + (1 —a) @] in Eq. (5)is smaller than
af(0") + (1 —a) f(@) so that f( @) is satisfied with the
downward-convex condition. On the contrary, the down-
ward-convex condition is not satisfied in case 2. Generally,
the entropy function f( @) as a multiple-dimension function of
0 is not a downward-convex function, which means that the
minimum value of the image entropy is not unique. There-
fore, the solution of the MEA algorithm' is not certain to
be a global optimal solution in the whole region.

1.3 Relationship between MEA and ML algorithms

As for artificial targets such as airplanes and warships,
the images of the radar scattering points are considered to be
focused, and thus the maximum likelihood( ML) phase com-
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pgnsatlon algorithm and the MEA algorithm are COl’lSlStlgIlt expl —jo(n)] = w’™ (n) (6)
with each other from the point of the focusing effect™ . | w(n) |

When ignoring the influence of the rotational component on
the phase compensation, the DCT algorithm is similar to the
ML phase compensation algorithm. However, since the ro-
tational component of a target scatterer always exists in a re-
al case, the DCT algorithm is generally different from the
ML algorithm. Though the imaging result in Fig. 2(a)is ba-
sically focused by using phase compensation of the DCT al-
gorithm, appropriate searching is still needed to approach
the global minimum entropy. Otherwise, it is hard to im-
prove the focusing effect( see Fig. 2(b)).

2 Optimization Solution of MEA Algorithm

Excepting the MEA algorithm, other phase compensation
algorithms such as contrast-based phase compensation algo-
rithm'” are virtually used to solve a multi-dimensional opti-
mization problem. Currently in the implementation of these
algorithms, the steepest descent algorithm is often utilized
for improving the searching efficiency. However, though
the optimal value can be obtained by the MEA algorithm,
the results are still local extreme values.

In applied mathematics, some approaches have been pro-
posed to solve the global-extreme-value searching problem,
such as the annealing simulated algorithm, the genetic algo-
rithm and the ant algorithm. But for the multiple-dimension-
al optimization problem, the computation of the ant colony
algorithm and the genetic algorithm is usually extremely
huge''”. Tt is almost impossible to overcome the huge com-
putation of searching works when employing these two opti-
mization algorithms in phase compensation of ISAR ima-
ging. However, by using the annealing simulating algo-
rithm, the steepest descend processing with a small random
disturbance can be realized. This can result in the searching
process away from the local extreme value, and gradually
approach the global extreme value when the system tempera-
ture is dropped. Therefore, it is important to select an ap-
propriate random disturbance and control the varying trace
of the system temperature. But it is still a problem on how
to adjust the parameters in annealing processing.

A fast MEA algorithm is designed in cooperation with the
ML phase compensation algorithm to avoid selecting param-
eters such as iteration step lengths. First, the radar image
obtained by the modified DCT phase compensation algo-
rithm"" is selected as an initial image. In this phase using
the compensation algorithm, the rotational component of the
initial image is eliminated and the phase estimation is made.
Only a small iteration is needed to realize the ML phase esti-
mation and compensation. Because the ML algorithm is vir-
tually consistent with the MEA algorithm, the modified
DCT algorithm can overcome the problem of the DCT algo-
rithm because the initial value of the estimated phase is not
in the region of the global optimal solution. Then, a fast
MEA algorithm is used to search the local extreme value of
the compensated phase. The principle of the fast MEA algo-
rithm can be described as follows.

dE(I)

Substitute Eqgs. (1) and (2) into m =0, and then

where

win) = Y Gen, b { I |1q, k) DI" (a0 -
2T
exp[ - 5(q - D(n -] | )

The operation in {-} in Eq. (7) can be fast implemented
by the FFT. Because I(gq, k) in Eq. (7) is related to
{6(n), n=1, 2, ..., N}, the variables {9(n), n=1, 2,
.., N} in Eq. (6) can not be solved explicitly. This can be
solved by the following iteration:

. w, (n)
exp[ -jb,,,(n)] = Twin) | (8)
1

where

w(m) =¥ Gln, b { X nC|1q, k) DI} (g, K -
.2
exp[_JW(q—l)(n—l)]} 9)

It can be found from Eq. (8) that the compensated phase
information of the [-th iteration is transferred to the phase
estimation of the (/ + 1) -th iteration. Because this relation-
dED) _ 0.
a6(n)
the estimated phase can be gradually converged to the local
extreme value in the neighboring region of the initial phase.
Therefore, the adjustment of the parameters can be realized.

An estimating result from the modified DCT algorithm is
selected as the initial value of the compensated phase, as
shown in Fig. 4(a). The local searching is done by the fast
MEA algorithm according to Eq. (8). The result shown in
Fig. 4(b) exhibits that this algorithm can obtain the global
optimal solution of the MEA algorithm. Moreover, it can
avoid the selection and adjustment of parameters such as it-
eration step lengths, threshold values, etc.

ship is derived from the extreme value equation

(a)
ISAR images of a ship model by using the modified

DCT algorithm under the condition that @' is located near 6°.
(a)Initial image; (b) Final image

Fig. 4

3 Conclusion

The entropy function of an ISAR image may not be a
downward-convex function of the phase error. A global op-
timal solution of the MEA algorithm is presented, where the
estimating result from a modified DCT algorithm is first se-
lected as the initial value of the compensated phase and then
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the local searching is executed by a fast MEA algorithm.
The results show that this process can obtain the global opti-
mal solution of the MEA algorithm.

References

[1] Berizzi F, Corsini G. Autofocusing of inverse synthetic aper-
ture radar images using contrast optimization [J]. IEEE
Transactions on Aerospace and Electronic Systems, 1996, 32
(3): 1185 —1191.

Berizzi F, Dalle Mese E, Martorella M. Performance analy-

sis of a contrast-based ISAR autofocusing algorithm [ C]//

Proceedings of the 2002 IEEE Radar Conference. Long

Beach, CA, USA, 2002: 200 —205.

Martorella M, Berizzi F, Bruscoli S. Use of genetic algo-

rithms for ISAR image autofocusing [ C]//Proceedings of

the 2004 IEEE Radar Conference. Philadelphia, PA, USA,

2004: 201 —206.

[4] Li X, Liu G S, Ni J L. Autofocusing of ISAR imaging
based on entropy minimization [J]. [EEE Transactions on
Aerospace and Electronic Systems, 1999, 35(4): 1240 —
1251.

[5] Qiu X H, Zhao Y, Chang A H W, et al. Phase compensa-
tion in ISAR imaging: comparison between maximum likeli-
hood-based approach and minimum entropy-based approach

(2

—

[3

—

[C1//IEEE Antennas and Propagation Society International
Symposium. Sendai, Japan, 2004: 2107 —2110.

[6] Prickett M J, Chen C C. Principle of inverse synthetic aper-
ture radar imaging [ C]//Proceedings of EASCON. Arling-
ton, VA, USA, 1980: 340 —345.

[7] Chen C C, Andrews H C. Target-motion-induced radar ima-

ging [J]. IEEE Transactions on Aerospace and Electronic

System, 1980, 16(1): 2 —14.

Qiu X H, Zhao Y, Heng Wang C A, et al. Consistency

study of minimum entropy auto-focusing with phase compen-

sation in ISAR imaging [J]. Journal of Electronics & Infor-
mation Technology, 2007, 29(8): 1799 — 1801. (in Chi-
nese)

[9] Zhang K H. COPA—a fast and universal phase adjustment
for SAR [J]. Journal of Northwestern Polytechnical Univer-
sity, 2008, 26(4): 481 —487. (in Chinese)

[10] Yan G F. Function optimization problem based on genetic al-
gorithm and ant algorithm [J]. Journal of Zhejiang Universi-
ty: Engineering Edition, 2007, 41(3): 427 —430. (in Chi-
nese)

[11] Zhu Z D, Qiu X H, She Z S. ISAR motion compensation
using modified Doppler centroid tracking algorithm [J].
Transactions of Nanjing University of Aeronautics and Astro-
nautics, 1995, 12(2): 1-8.

(8

—

ETEERGRE I BMALLTE
%2

(" XK FEE 58 TSR, R 210003)
CHrEFLXFELE A RS, £ 221008)
ChroaRFEREBRELLEE, @R 210096)

BRgeRg! >

E: 2F ISAR AL a9 @ B A (MEA) Jok b 47 TSl 7. 15 A4 R AW, MEA H ik A& B3 &k
Bl AL, AE A AR A 8G ISAR B3 B 3 3E § pAMEARE R T b Bidk. RA % ikAMEARAE & F 09 ik IS
i, AR A TR S A8 o ST e, MEA ik 7 8B & B AL g AH st MEA B0k 69 s 4L 9]
M, 2 T — AR T F AR R AT . R H R R Bk e % B8 b o SRR ik A S AME AR A A
A ZAMAA KKK RN T o3+ 22 R, T oMb A fete T RAEM L. K5, AR Peik MEA Jikitit
R E&, 33 AR KM FALERRR, ZHERMUEIT MEA Fik6d 4 R KM, BT# & ¥ H
85 S g g i 45 55 R K.

KB : FREFTAE; #5mIEFTEL(ISAR) &iL; ARE

hE 4SS TN9SS; TNIST. 52



