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Abstract: Based on the monitoring and discovery service 4
(MDS4) model, a monitoring model for a data grid which
supports reliable storage and intrusion tolerance is designed. The
load characteristics and indicators of computing resources in the
monitoring model are analyzed. Then, a time-series autoregre-
ssive prediction model is devised. And an autoregressive support
vector regression( ARSVR) monitoring method is put forward to
predict the node load of the data grid. Finally, a model for histo-
rical observations sequences is set up using the autoregressive
(AR) model and the model order is determined. The support
vector regression( SVR) model is trained using historical data and
the regression function is obtained. Simulation results show that
the ARSVR method can effectively predict the node load.
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n order to achieve effective organization of grid re-
Isources, provide convenient user access and maximize re-
source utilization, the effective maintenance and manage-
ment of a system and its resources becomes an important as-
pect for a grid system, which requires an adaptive monito-
ring system. The monitoring system not only protects the
normal operation of the grid system, but also provides state
information resources for other services. An appropriate grid
monitoring system is urgently needed to accurately access
real-time grid information, which can provide a data foun-
dation for resource scheduling and performance optimization
of the data grid.

The traditional grid resource monitoring systems are most-
ly developed for the existing grid systems and difficult to be
transplanted to other systems. The grid resource monitoring
systems can only monitor the load of real-time nodes but do
not make effective predictions. This monitoring pattern can-
not meet the needs of grid resource scheduling and perform-
ance optimization.

In this paper an autoregressive support vector regression
( ARSVR) method is proposed for a data grid which supports
reliable storage and data intrusion. Simulation results show
that the method can predict the node load in real time and
provide a basis for resource scheduling and other grid serv-
ices.

1 Monitoring Model

The open grid service architecture (OGSA) is a service-
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oriented grid architecture, which is built on the basis of grid
services. In the OGSA, all are abstracted as services, inclu-
ding computing resources, storage resources, hetworks,
programs, databases, instruments and equipment, etc'".
The OGSA takes the grid service as the core and provides all
kinds of services for users through the interface of the grid
service. The grid service is composed of service data and a-
chievement. On the basis of the OGSA, a data grid which
supports reliable storage and intrusion tolerance is construc-
ted.

Monitoring and discovery service 4( MDS4), a widely-
used monitoring system, provides a framework which can
manage and compute the dynamic and static information of a
grid. The functions of MDS4 include discovering resources
and providing state information, resource scheduling and
monitoring information™. Monitoring real-time information
of resources is not enough. For a data grid which supports
reliable storage and intrusion tolerance, a suitable monito-
ring system is needed to provide a global and abstract re-
source view. The system should enable users to quickly
monitor data file information. Under the requirement of re-
al-time monitoring of computing resources, a prediction-
based method for a performance monitoring system should
be proposed to predict the node load of a data grid, which
can choose appropriate grid nodes for different tasks and
provide data for resource scheduling and performance opti-
mization. On the basis of the MDS4 model, a monitoring
model based on a data grid which supports reliable data stor-
age and intrusion tolerance is proposed, as shown in Fig. 1.

The monitoring model based on a data grid is divided into
three levels: resource layer, service layer and application
layer. The resource layer is responsible for taking a variety
of heterogeneous resources to access grid systems. Resource
information is gathered and resource interfaces are packaged
in the layer. The service layer works under the GT4 contain-
er environment. It makes use of various information provid-
ers to collect different kinds of grid resources through vari-
ous sources, and congregates various services to provide a
unified query interface for the client. The application layer
provides application program interfaces, command lines and
graphical interfaces to interact with the intermediate service
layer.

2 Load Prediction

In the data grid which supports reliable storage and intru-
sion tolerance, due to the autonomy of nodes, resources are
not subject to the control of the grid, which makes task
scheduling and performance optimization difficult. There-
fore, the data grid environment not only monitors the status
of current resources, but also grasps the load characteristics
of grid nodes, which can provide a reliable reference for
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Fig. 1 Monitoring model based on a data grid which supports reliable storage and intrusion tolerance

task scheduling. By accurately measuring the host load and
finding the discipline of load changes, a feasible degree of
host load prediction can be obtained'”’. The analysis results
of many load patterns show that host load changes are com-
plicated and some disciplines can be obtained. It is entirely
feasible to accurately predict the load by some appropriate
methods.

In the process of load prediction, the selection of load
indicators is important. Factors directly related to a
machine’s load are called load indicators, among which
some can be used to measure the load of the host. The uti-
lization rate of system resources can be used as a parameter
for evaluating the load. This method ignores the type of the
task. For system performance evaluation, the resources of
the host can be divided to the following parts: CPU utiliza-
tion rate, I/O utilization rate, bandwidth utilization rate
and memory utilization rate. When evaluating the perform-
ance of a system, a weight value for every resource should
be set™. The weight value can be determined by the tasks
running in the system. The integrated load L of a grid node
can be calculated by

L=aL.+BL, +yL, +uLy, @9)

where «, B8, vy and u are the weight values of the CPU utili-
zation rate, the I/0O utilization rate, the bandwidth utiliza-
tion rate and the memory utilization rate, respectively.

However, «, B, vy and w are difficult to be determined.
We can measure n groups of L., L;, L, and L, at different
times. Then, the weight value of each parameter can be
calculated by

i=1

where W, is the weight of the i-th parameter; L, is the utili-
zation rate of the i-th parameter.

The average values of L., L,, L, and L, can be sepa-
rately obtained. If the testing data are enough, the results
can be used as the average of the CPU utilization rate, the
1/0 utilization rate, the bandwidth utilization rate and the
memory utilization rate in normal scenarios. Then, the av-
erage values are summed. The ratio of each average to the
sum is taken as a weight value for predicting performance
evaluation. Under normal circumstances, a high utilization
rate has a high weight, which is conducive to reflect the
system utilization rate. In most cases, the results are sta-
ble.

3 ARSVR Load Prediction Method
3.1 Prediction analysis

According to the characteristics of a host load, load
changes can be regarded as a time-series process, which has
a strong correlation with time changes. It is appropriate to
use a time-sequence method for host load prediction. The
time sequence contains the observed sequence values of a
variable y at different times ¢ and can be expressed as {y,},
t e T, where T is usually equally divided. Time-series anal-
ysis aims to generate a time series of random processes and
realize formulaic description by an appropriate statistical
model"’.

The autoregressive( AR) model is a commonly used time-
sequence model. Regression-based modeling is a compli-
cated calculation process. Under the data grid environment,
it is not reliable to use this method to accurately predict the
node load over a long time. On the other hand, the predic-
tion performance of the AR model is relatively stable and
the calculation cost is low. Though the data grid environ-
ment is dynamic and complex, the simple AR model can a-
chieve good short-term prediction. Therefore, the number
of historical observations can be obtained by the regression
model to obtain more accurate predicted values. That is,
according to the order of the AR model, the number of his-
torical observations can be obtained.

3.2 Support vector regression

According to the statistical theory, the support vector
machine( SVM) learning method can be used to solve classi-
fication and regression problems. The SVM is used to solve
the problem of support vector regression ( SVR). When
dealing with nonlinear problems, nonlinear problems are
first transformed to linear problems in a high-dimensional
space. Then, a kernel function is used to replace inner
product operations in the high-dimensional space. Finally,
complex computing problems are solved.

Regression can estimate the function between independ-
ent variables and dependent variables. According to this
function, samples are input to obtain predicted values'®.
Suppose that {x,, y,}i_, is a training set containing / train-
ing samples, where the i-th input data x, € R" and the i-th
output data y, € R. Here y, can be any real number. A real-
valued function f (x) is founded to express the dependence
of y on x. A linear regression problem should be trans-
formed to an optimization problem'!”. By using the La-
grange function, the dual form of the original optimization
problem can be obtained. By solving the dual problem, the
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linear regression function is finally obtained.
3.3 Design of SVR-based time-series prediction model

The SVR model can solve small-sample and high-dimen-
sional problems. When the SVR model is used to predict
data, an accurate SVR prediction model should be con-
structed. The key point is to select an appropriate kernel
function and determine parameters to obtain high prediction
accuracy'” .

The prediction model can be constructed by three steps as
follows.

1) Sample acquisition and preprocessing

A model for the time series{x,, x,, ..., x,} is built and
divided into two parts. The former n data are taken as a
training set and used to construct the prediction model. The
latter N — n data are used for the prediction test.

Before the modeling prediction, all data should be nor-
malized. That is, all data which have different indicators
should be normalized to [0, 1] or [ —1, 1] to reduce the
calculation complexity in the training process and prevent
the indicators which have the bigger values from controlling
the training process.

X' = xi _xmin (2)
X

max xmin

where x; and x| are the sample data and the normalized da-
t [R] . . . . .
a ", respectively; x,. and x_ are the maximum and mini-
mum values of the sample data, respectively.

When the input data of the model are normalized, the
output data performs a denormalization operation. As a re-
verse process of normalization, denormalization is used to
restore the calculation and obtain the actual value. The de-

normalization formula can be expressed as
I
'x[ - 'x[ ('xmax - 'xmin) + 'xmin (3)

2)Model selection and parameter determination

In the SVR-based modeling, the kernel function is di-
rectly related to the performance of the established model.
Each kernel function has its own applicable data distribution
type. For different data sets, the performance of each ker-
nel function is not the same. In the absence of the priori
knowledge, the RBF kernel function is a better choice. The
model trained by the RBF kernel function has better per-
formance. The parameters have a significant impact on the
SVR. With appropriate parameters, the SVR can have
good learning and generalization ability.

3) Prediction evaluation method

There are a variety of methods and indicators on evalua-
ting model prediction errors. A root mean square error
(RMSE)is used to evaluate the performance of the predic-
tion process, which can be calculated by

1 - PO
R = JM;[y(k) - y(k)] 4)

where y(k) and y(k) are the measured and predicted val-

ues, respectively; M is the total number of samples.
Time-series prediction is another form of regression pre-

diction. Regression prediction uses monitoring data at all

times, where time is taken as an independent variable and
the monitoring data are considered as dependent variables.
By regression analysis, the function between the data and
the time is established. The training process is to find the
correlation function between the previous data and the fol-
lowing data.

3.4 ARSVR method

In the traditional time-series prediction methods, both
the AR model and the SVR-based prediction model have
their own advantages and disadvantages. The former pres-
ents a determinate model structure and provides a certain
model order and a parameter estimation method. The latter
does not require a complex statistical process, but directly
trains the regression function based on the observational da-
ta and independently learns time-series variation. Combi-
ning the AR model and the SVR-based prediction model, a
relatively simple and accurate model estimation and predic-
tion method is obtained. The ARSVR load prediction meth-
od makes use of the AR model to model the sequence of
historical observations. The model order and the dimen-
sions of the vectors in the SVR are determined. The SVR is
trained by using historical data, and a better regression
function is eventually obtained to predict future loads.
3.4.1 Determination of AR model order and param-

eters
For a practical problem, when the random process or
time observations {Y,, t=0, 1, ...} are related to or de-

pendent on the previous observation Y, , or Y, ,, the AR
model can be used”. The linear equation of the AR model

can be expressed as

Y=Y, +,Y, ,+...+d,Y,_  +e, (5)

pTt-p

where ¢, (1 <i<p) is a real number and can be called an
autoregressive parameter; g, is the residual, which is the
white noise sequence with zero mean and ¢ variance. Eq.
(5) can be called the p-order autoregressive model, which
is denoted as AR(p).

1) Order determination

The order of the AR model can be determined by the av-
erage information criterion ( AIC), which is a criterion
based on the judgement of the amount of information and
can also be called the average information criterion''”. The
AIC formula can be expressed as

C(p) =Nlno” +2p (6)

where o> =S/(N -p), and S is the square of the residual;
p is the model order; N is the number of data; ai is the re-
sidual variance.

2) Parameter estimation

Parameter estimation runs in a given order. The model
order cannot be determined in advance. During the model-
ing process, the model order should be set first. Then, the
parameters of the AR model can be estimated by a parame-
ter identification method and the model order can be ob-
tained. Finally, the smallest order of C(p) is taken as the
optimal order and the AR model is determinate. After sol-
ving the AR model, the number of the input vectors of the
SVR can be estimated.



454

Huang Gang, Wang Ruchuan, Xie Yongjuan, and Shi Xiaojuan

3.4.2 Parameter determination of SVR

The SVR is a highly nonlinear system. Small changes of
the internal parameters of the SVR can affect the system
performance. The RBF kernel function is used as a kernel
function. The parameters which need to be selected are the
loss function parameter, the punishment parameter and the
width coefficient.

1) Loss function parameter &

The loss function parameter controls the number of sup-
port vectors. Its value is closely related to the sample
noise. With the increase in ¢, the number of support vec-
tors decreases, which may cause the results that the model
is too simple and the learning precision is not good enough.
If £ is too low, the model may be too complex and cannot
have a good generalization ability.

2) Punishment parameter P

The punishment parameter reflects the penalty level of
the method when the sample data are beyond . Its value
impacts the complexity and stability of the model. If P is
too low, the penalty is small and the training error is great.
With the increase in P, the learning accuracy increases and
the generalization ability of the model becomes weak.

3) Width coefficient o

The width coefficient reflects the correlation between
support vectors. If ¢ is too low, the correlation becomes
incompact and the learning machine is relatively complex.
The generalization ability cannot be guaranteed. If ¢ is too
large, the correlation is too strong and the regression model
has difficulty in achieving sufficient accuracy.

4 Simulation Verification

In order to verify the validity of the above-mentioned
prediction method, simulation experiments are carried out
using Matlab 6.5. In these experiments, the Load Trace
Playback Tool, which was developed by Dinda, is used to
produce the background workloads of various machines and
the actual situation of the CPU load is simulated""'. During
the simulation, the performance indicator of the host is
simplified. The host load is replaced by the CPU utilization
rate, and the frequency of the sampling is 1 Hz. 12 960
continuous history data are chosen as the original data, of
which the former 11 000 data are the training data and the
latter 1 960 data are used to test the model.

First, the AR model is solved to determine the model or-
der. A search method is used and the highest order is set at
20. Then, the order of the estimated parameter is carried
out. Finally, the AIC is used to judge the results.

During the modeling process, it can be found that no
matter how high the order is, the accuracy of the model
cannot be improved after the 16th band. So the 16th order
model is selected. The former 11 000 history records are
used to obtain the model AR(16). The input vector dimen-
sion of the SVR is randomly chosen as 4. The ARSVR is
fixed and the parameters of the kernel function are dynami-
cally adjusted. Then, the latter 1 960 data are tested. The
error statistics is shown in Tab. 1.

Fig.2 (a) is a change curve of the CPU utilization rate
within a period of time. By using the ARSVR method, the
regression function can predict the data in testing sets and a
predicted curve is obtained, as shown in Fig. 2(b).

Tab.1 Error statistics

Model RMSE(200 previous data) RMSE(1 960 previous data)
AR(16) 0.077 1 0.079 1
Normal SVR 0. 069 3 0.070 0
Fixed ARSVR 0.0529 0.053 1
Dynamic ARSVR 0.050 0 0.048 1
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Fig. 2 Change curves of CPU utilization rate. (a) Experimen-
tal result; (b) Prediction result by using ARSVR method

From the error statistics, it can be seen that the dynamic
ARSVR method has better prediction performance than that
of the SVR and AR models. The dynamic ARSVR method
can not only obtain the exact number of the history loads
which works on the current loads by using the AR model,
but also rapidly adjusts parameters to train a new model
when the host load changes. By using the AR model, the
model order can be obtained and the input vector dimensions
of the SVR can be determined. Therefore, the ARSVR
method has better performance than that of the SVR with
randomly selected input vector dimensions.

5 Conclusion

Under a data grid environment, the operation characteris-
tics of grid nodes are studied, and observational data are
continuously analyzed. Then, the changing disciplines and
pattern characteristics are obtained. During the prediction
of the node load, only the load in a certain time is predic-
ted by the current method, rather than the running task in
the whole time. Except for having a strong relevance and
self-similarity, the time series of the host load has a muta-
tion in nature. Therefore, the predicted time series within a
longer time may have a drastically changing behavior. The
generation of these actions may be the derivation or end of
the task from the host, or a new stage of implementation of
the host. When predicting the host load, the load predic-
tion of tasks in the entire running time should be studied to
fully reflect the features of the host load.
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