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Abstract: In order to avoid the redundant and inconsistent
information in distributed data streams, a sampling method based
on min-wise hash functions is designed and the practical
semantics of the union of distributed data streams is defined.
First, for each family of min-wise hash functions, the data with
the minimum hash value are selected as local samples and the
biased effect caused by frequent updates in a single data stream is
filtered out. Secondly, for the same hash function, the sample
with the minimum hash value is selected as the global sample and
the local samples are combined at the center node to filter out the
biased effect of duplicated updates. Finally, based on the
obtained uniform samples, several aggregations on the defined
semantics of the union of data streams are precisely estimated.
The results of comparison tests on synthetic and real-life data
streams demonstrate the effectiveness of this method.
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‘ x 7ith the advances in information technology, data
streams are generated in huge amounts of volume.
Examples include IP address pairs in network transmission,
detected information in sensor networks, etc. As a variant
of a data stream model, distributed data streams ( DDSs)
emerge as a promising research direction in data streams'" .
Massive data streams generated by physically distributed
sources need to be processed in a distributed fashion. The
prominent feature of this model is that multiple update
streams are fed into multiple runs of an algorithm distributed
on different nodes. This setup is used in Lucent’s Interpret
Net and Cisco’s Net flow Network to monitor products'”.
In the DDS model, the aggregate statistics, such as
min(), max(), average(), and sum(), are of great inter-
est. The nature of the distributed data streams is that a large
quantity of information is flooded at a very high rate, while
only limited processing resources such as memory are avail-
able. Therefore, the computation of aggregate functions on
the union of the data streams poses a great challenge. Intui-
tively, we can maintain uniform samples of each update
stream and use the samples to estimate the aggregate func-
tion. A problem with this simple solution, however, arises.
For example, there are two distributed update streams with
some duplicate entities crossing. If each node uniformly
samples an entity with the same probability, then the proba-
bility of sampling the duplicates is doubled, which biases
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the samples for the union of two update streams.

In this paper, a novel sampling technique is introduced to
obtain uniform samples with a fixed number on the union of
the update streams and to establish the coordination between
distributed samples. The sampling technique differs from
previous works'! in that this approach aims at a turnstile
model, the most general model in practice, rather than bina-
ry series. We also define a special semantics for the union
of update streams and apply it to distributed systems. Com-
bined with the min-wise hash sampling technique, it can be
applied to filter out duplicates which are ubiquitous in dis-
tributed systems. Furthermore, we provide solutions to sev-
eral important aggregate functions in distributed systems
rather than only estimating cardinality.

1 Aggregation of Union of Update Streams

The union of the update streams on two nodes N, and N, is
the union of their corresponding update vectors V, and V.
Without loss of generality, these values of the same entity
are assumed to be recorded in the same slots on different
vectors. We define the binary operations on two update vec-
tors as follows:

1) V,UYV, represents the union addition of V, and V, and
can be computed by V,[x] + V,[x] for all x.

2) V.V V, represents the union maximum of V, and V; and
can be computed by max{V [x], V,;[x]} for all x.

3) V. AV, represents the union minimum of V, and V, and
can be computed by min{V,[x], V,[x]} for all x.

For example, nodes N, and N, record the update states of
two update streams in two vectors V, = (null, 188, 288,
null), V, = (18, 199, null, 28). Then, V,UV, = (18,
199 +188, 288, 28), V,VV,=(18, 199, 288, 28), V, A
V. =(0, 188, 0, 0).

Note that the union of two vectors is still a vector. An ag-
gregate function applied to a vector can perform the opera-
tion on the values which are not null.

There are several types of queries that users or applica-
tions may pose on distributed update streams. Examples in-
clude joins"™, norm computations', and quantile estima-
tion”'. One of the most fundamental queries on data streams
is the aggregate query. In this paper, we focus on the esti-
mation of the aggregate function on the union of the update
streams. For example, for the aggregate function sum()on
the union of the two vectors V, and V;, we obtain sum(V,)
=188 +288, sum(V,) =18 +199 +28, sum(V,UV,) =18
+(199 +188) +288 +28 =sum(V,) +sum(V)), sum(V, Y,
V) =18 +199 +288 + 28 sum(V,) +sum(V,), sum(V, A
V) =0+188+0 +0zsum(V,) +sum(V)).

Subsequently, we can obtain sum (V,UV,) by sum(V))
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+sum(V;). However, it is not easy to compute sum(V;V
V,)or sum(V,; A V,) when the vector is too great to be main-
tained entirely on a node, let alone transmit it from one
node to another. Therefore, estimation or sampling tech-
niques are used to solve this problem. Because V,V V,; and
V, AV, have the similar properties, we focus on estimating
the aggregate functions on V.V V..

Suppose that the domain set of all entities is X whose val-
ue range is [ — M/2, M/2] and reasonably assumed to be
not too great. As for the turnstile model, an update u € X x
[ -M/2, M/2] in the form of (x, A)is interpreted as upda-
ting the value of the entity x by A, i.e., V.[x] =V,[x] +
A. Note that the initial value V,[x] for the entity x, which
is not yet observed, is null.

Let | V| be the number of slots which are not null. An
aggregate function g()applied to a vector V is considered as
amap g: V—R. For example, if g()is an average aggre-

gate function, then g(V) = 2 Vixl/|v

V[x] #null
the average of a vector or an update stream.

Instead of maintaining an exact vector of O( |X|) slots, it
is highly desirable to obtain a small set of samples V', in
place of V,. When these samples are combined( denoted as V/
+V’)), three problems exist as follows: 1) How to generate a
small set of samples V', of V, on each node N, fast and direct-

, which gives

ly from the raw update stream U,; 2) How to compute 2 | 4

to approximate 2 V. when a receiver node obtains multiple
sets of samples V/; 3) How to make an accurate estimation
g( Y V") for the true aggregate function g( Y V).

2 Preliminaries

A central tool in our algorithms is the min-wise hash'.
Let 7 be a randomly chosen permutation over the set X.
Then 7 is a mapping 7: X—1,2, ..., | X|. Its inverse map-
ping v ~' (i) is an entity x in X which is permuted in the po-
sition i in terms of 7.

Assuming that X, is a subset of X, the min-wise hash
h_(X,)for a given permutation 7v can be defined as h_(X,)

=min{m(x) | x e X;}. Because the ideal family of min-
wise hash functions are obtained on all permutations over X,
it requires O( | X \log X ) memory, which is normally be-
yond the processing ability of most systems. Alternatively,
we can use the &£'-min-wise independent hash in a family of
hash functions H. A family of hash functions H C X—X is
called ¢'-min-wise independent if Pr,_,{h(x) <h(X)} =
1/( Y| +1)(1 +¢&") holds for any YC X and x e X - Y.
Then the property Pr,_, {h(x) =h(X,)} =1/]X,[(1 £ ¢&")
can be obtained for any x € X,.

In this algorithm, we need to estimate the number of dis-
tinct entities and directly apply several existing algo-

. 7
rithms'” .

3  Estimation on Average of Union of Update
Streams

The average of the union of update streams is estimated;
i.e., g(VV,)is estimated by g'( S V.) . where g() is the
average aggregate function, and g'() is the approximation

of g(). The algorithm processes three events as shown in
Tab. 1.

Tab.1 Algorithms for each event

Event Update event

Combination event Estimation event

Pre-condition {input u, }

sum up A for the minimum hash

Process . X .
value for each hash function

Post-condition {updated local samples}

Sum up A for each hash function with
the same minimum hash value

{collect local samples} {update global samples}
Average all samples

{updated global samples} {estimated aggregation}

1) The update event on each node N,

On each node N;, we choose ¢ min-wise hash functions
hy(), ..., h,(). For each hash function #;, a tuple VI[jl =
(m, v) is maintained, where V' [j].m =min{h;,(u,. x)},
and V/[j].v is the total update value for the entity x whose
Jj-th min-hash value is V’,[j]. m. The samples obtained at
local nodes are stored in the array V of £ tuples of the form
(m, v).

2) The combination event on the central node

When the central node obtains two sets of local samples
Viand V], the node merges them into V; + V] by selecting
the sample corresponding to the smaller min-wise hash val-
ue for the same hash function from each pair of V/[[] and
V]’. [/]. When the two min-wise hash values are equal, the
two samples are added because they are for the same entity.
For more than two local samples, the above process is re-
cursively applied.

3) The estimation event on the central node

The average function on the global samples is applied
and the estimated aggregation value is outputted.

The size of 2 V! is &, where £ is determined by Hoeff-

ding’s inequality'® .

Lemma 1 2 V! is a uniform sampling of V V,.

The error of this approach can be statistically estimated
by the theorem below.

Theorem 1 Given §>(M21n1/ 8)/(2&%) with any error
parameter ¢ and confidence parameter 5§, we can obtain
Pr{Avg( Y V)-g(VV) | <e}l=1-8if g() is an
average aggregate function.

Heoffding’s inequality and lemma 1 can deduce this theo-
rem. It is worth noting that some duplicates can be genera-
ted by a loop in the topology and this method can filter out
them easily.

4 Performance Study

Extensive experiments are conducted on a PC with 2.4
GHz CPU, 1 GB memory, running Microsoft Windows XP
Professional. The development environment is Visual C + +
6.0. The PC is used to simulate the environment of up to
1 000 nodes. Each node has a large volume of data
streams. Therefore, only a small set of samples can be
generated for each node.
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Update streams and online news are generated from syn-
thetic data streams of the Zipf distribution and the Reuters
real-time data feed, respectively. The Zipf distribution is
ubiquitous in the real world and used in many experiments
for the frequency estimation of a stream. In the Zipf distri-
bution, the parameter Z controls the distribution of the fre-
quency; e.g., a high value of Z means a relatively more
skewed distribution. In this experiment, the largest number
of distinct entities possibly appearing in a Zipf stream is
fixed to be 2 x 10". Subsequently, a Zipf sequence is con-
verted into a stream of updates (x,,A,), ..., (x,,4,),....
This means that the entity x, is updated by A, at the n-th
update, where A, is randomly chosen from the domain A.
The expected value E(A) of each update is controlled by
skewing the value of A. The influence of the length L of an
update stream is also considered. A data set can be charac-
terized by these four factors. For example,
Z1.5A100E(A)10L10° denotes a stream of 10° updates with
a Zipf of 1. 5, an expected value of 10 and an update range
of 100.

The online Reuters news data contains 365 288 news sto-
ries and 100 672 866 words with duplicates. The size of the
data is 650 MB. The data set is processed by removing the
common stop-words and stemming. The resulting data set
is converted into an update stream in the same way as the
construction of a synthetic update stream.

Logically, a distributed system can be stratified into
rings based on the diffusion path of an aggregate demand.
The center of the rings is the node which initially issues the
aggregate demand. The first ring consists of the direct
neighbors of the center node. The nodes on the first ring
directly receive the aggregate demand from the center node.
The neighbors of those nodes on the first ring form the sec-
ond ring, and so on. The samples on each node are re-
versely transmitted along the demand diffusion path. Loops
and duplicates inevitably occur in some regions of the
rings. A loop can be logically identified by the appearance
of the same node( inside the dash-line confined region) on
different rings.

A small approximately min-wise independent family of
hash functions is implemented to generate £ min-wise hash
functions, where & = (M’In(1/8))/(2&°)'. The estima-
tion error rate o can be measured by o = \g() -g'0 \/
150 |.

The estimation precision is affected by four factors as fol-
lows: 1) The properties of the update streams characterized
by data parameters; 2) The underlying topology of the net-
work; 3) The configuration update on each node; 4) The
parameter & (10* as default) which determines the number of
the samples.

Changing the number of nodes from 100 to 1 000, the
error rate is fairly stable (see Fig. 1). That is, this algo-
rithm has a very stable performance in cases with a varying
number of nodes.

We compare our algorithm, denoted as H-sampling,
with the coordinated sampling!”, denoted as C-sampling
for the two-node case with 10’ and 10* samples. To study
the influence of the duplicates on the estimation in the dis-
tributed systems, some entities are allocated to more than
one node. The percentage of duplicates varies from 0% to
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100% with an interval of 20% . The testing results are
shown in Fig. 2.

It can be seen that H-sampling has a lower error rate than
that of C-sampling. The estimation of C-sampling is always
less than the exact average because some updates are
skipped before they are sampled. However, the estimation
of H-sampling fluctuates around the exact average. The er-
ror rate of C-sampling does not change much with the num-
ber of samples because no matter how many samples there
may be, some updates are always missed before they are
sampled. Nevertheless, H-sampling can greatly improve
the estimation quality with more samples.

This algorithm is also applied to the Reuters online news
messages. First, the online news is converted to form an
update stream. The number of min-wise hash functions ¢ is
set to be 10°, much less than the default value 10*. Then
the same piece of news is randomly allocated to the config-
urations with 10 to 20 nodes, which can simulate the dupli-
cate effect. The duplicates are ubiquitous in distributed sys-
tems such as P2P where multiple peers have the same piece
of information. The testing results are shown in Tab. 2. It
can be seen that this algorithm can achieve a low error rate
even with a Zipf parameter of 2. Neither the number of du-
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plicates nor the number of nodes can change the resulting
estimation error.
Tab.2 Real streams with 10’ hash functions

Node Average Estimation Error/ % Time/s
100 215. 68 181.23 16. 08 54
200 222.57 234.56 5.14 152
500 244.75 234.56 4.39 376

1 000 267. 14 272.13 1.82 758

5 Conclusion

The fundamental problem of how to obtain uniform sam-
ples over distributed update streams is studied. Based on
the min-wise hash functions, we maintain a fixed number
of uniform samples on each node, and merge them to form
uniform samples over the union of the update streams. This
algorithm is robust in the presence of various physical and
logical configurations in terms of the number of nodes,
rings, loops and duplicates. Its error rate is small even if
only a small set of samples are generated. The experiments
on synthetic and real-life data sets show that this algorithm
can always obtain uniform samples of the union of distribu-
ted update streams, which leads to more accurate estima-
tions of aggregate functions than previous approaches.
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