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Abstract: In order to grasp the development path of the Jiangsu
construction industry, a multivariable linear regression model for
forecasting is proposed. Five factors affecting development of the
Jiangsu construction industry are chosen as explanatory variables.
They are the construction industry’s fixed assets K, the gross
domestic product ( GDP), real estate added value ( REAV),
construction industry export (WS)and investment in construction
and installation projects(JA). The principal component analysis
is used to resolve multicollinearity between them. The
construction added value ( CAV) is chosen as a dependant
variable, and the growth model of the Jiangsu construction
industry is established. Statistical data from 1990 to 2008 are
used to test the prediction accuracy of the model. The predictive
results show that from 2009 to 2012, the average annual growth
rate of the Jiangsu construction industry added value will be
17.65% while the GDP growth rate will be 14. 16% ; the Jiangsu
construction industry will grow faster than the GDP in the near
future. The construction output of the GDP continues to rise, and
its pillar position will be further strengthened.
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s a pillar industry of the national economy, the Jiangsu
Aconstruction industry not only makes great contribution
for national economy, but also has high degree of correla-
tion with other industries. Therefore, studying the growth of
the Jiangsu construction industry and predicting the trend of
its development can help to guide the formulation of relevant
policies and can ensure its healthy development.

In the aforementioned research, the main factors affecting
the Jiangsu construction industry have been determined in-
cluding the construction industry’s fixed assets K, the gross
domestic product (GDP), real estate added value(REAV),
construction industry export ( WS) and investment in con-
struction and installation projects (JA). The construction
added value (CAV) is chosen as a dependant variable and
the five variables above are employed as explanatory varia-
bles. By using the principal component analysis to resolve
multicollinearity, the growth model is built to forecast the
development of the Jiangsu construction industry.

1 Research Method
1.1 Multicollinearity test

Multicollinearity''"is a frequent problem in multiple linear
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regression models. According to the causality test results
from the aforementioned research, a strong correlation exists
in the factors affecting the development of the Jiangsu con-
struction industry. Therefore, when using these five explan-
atory variables to build the growth model of the Jiangsu con-
struction industry, the multicollinearity test should be con-
ducted first to ensure that the model not only better fits but
is also a true reflection of the economic growth of the Jiang-
su construction industry in actual situations. Using the soft-
ware Eviews™ ™, the simple correlation coefficient of each
variable is calculated to test the multicollinearity of the mod-
el.

1.2 Principal component analysis

The new combined variables obtained from the original
variables by the principal component analysis'*® are alterna-
tives to the original variables. As the results of the combina-
tion with the original variables, they play an important part
in overcoming the overlapped information caused by multi-
collinearity, and they also can eliminate the effects to re-
gression modeling caused by multicollinearity.

2 Analysis of Factors Affecting Development of
Jiangsu Construction Industry

2.1 Results of multicollinearity test

The correlation coefficient test of InK, InGDP, InREAV,
InWS, and InJA (using statistical data from 1990 to
2008'") is carried out by “corr” order of Eviews 5.0. We
can obtain the results as shown in Tab. 1.

Tab.1 Correlation coefficients of factors affecting development
of Jiangsu construction industry

Factors InCAV InK InGDP InREAV  InWS InJA
InCAV  1.000 0.967 0.991 0.997 0. 986 0. 961
InK 0.967 1. 000 0.978 0.972 0. 949 0. 980
InGDP 0. 991 0.978 1. 000 0. 995 0.991 0. 985
InREAV  0.997 0.972 0. 995 1. 000 0. 989 0.972
InWS 0. 986 0.949 0.991 0.989 1. 000 0. 960
InJA 0. 961 0. 980 0. 985 0.972 0. 960 1..000

The correlation coefficient test shows that the correlation
coefficient between the variables is relatively great; there-
fore, the model built by OLS has serious multicollinearity.
In this paper, the principal component regression is used to
resolve multicollinearity.

2.2 Results of principal component analysis

Principal component analysis of five factors affecting the
development of the Jiangsu construction industry is carried
out by SPSS16.0"™”. The standard Z-score formula is
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used.

First, the KMO test and Bartlett’s test of sphericity are

carried out.

The results show that these five variables are

suitable for factor analysis and are not independent of each
other, so the principal component analysis can be carried

out. Tab. 2 shows the results.

Tab. 3 shows that the eigenvalues of the first principal

component are greater than 1,

and the cumulative is

98.153%, so this principal component can be extracted.

Tab. 2 Results of KMO test and Bartlett’s test of sphericity
KMO

Approximate chi-squre ~ Degree-of-freedom  Significance

0. 805 223. 628 10 0. 000

The coefficients in the factor load matrix of each factor
are in a descending order. It is clear that the load distribu-
tion of each factor in the principal component is greater than
0. 985 as shown in Tab. 4.

Tab.3 Results of variance contribution analysis

Initial eigenvalues

Extraction sums of squared loadings

Component - - - -
Total Variance/ % Cumulative/ % Total Variance/ % Cumulative/ %
1 4.908 98. 153 98. 153 4.908 98. 153 98. 153
2 0. 063 1. 260 99. 413
3 0.021 0.419 99. 833
4 0. 007 0. 139 99.972
5 0.001 0.028 100. 000

Tab.4 Factor load matrix

Influencing factors Component load

InGDP 0.999
InREAV 0.995
InJA 0. 988
InWS 0. 987
InkK 0.985

According to the regression coefficient matrix of the prin-
cipal component score as shown in Tab. 5, we can draw the
relationship among the principal components as

Tab.5 Factor score matrix of principal component

Influencing factors Component load

InGDP 0.204
InREAV 0.203
InJA 0. 201
InWS 0.201
InK 0.201

F, =0.201ZInK +0. 204ZInGDP + 0. 203ZInREAV +
0.201ZInWS +0. 201ZInJA ()
3  Forecasting of Development of Jiangsu Con-
struction Industry
3.1 Relationship between principal component and de-
velopment of construction industry

Regression of principal component F, and ZInCAV is ad-
vanced by the least-squares method. The stationary test and
co-integration analysis are carried out to dependent variable
ZInCAV and explanatory variable F,. The test standard is
the SIC information criterion. We can obtain the following
results of the unit root test for both the components F, and
ZInCAV by Eviews 5.0 as shown in Tab. 6.

From the results of the unit root test, we can see that the
ZInCAV and F, are both second-order unit root series. Their
co-integration equation is carried out by OLS, and then the
unit root test is carried out on to residual series E, of the co-
integration equation. The results are shown in Tab. 7.

Tab. 6 Unit root test results of dependent variable ZInCAV and explanatory variable F,

Critical value

Sequence Regression form Statistic ¢
1% 5% 10%

F, (1, 1, 3) —3.355 5% —4. 886 426 -3.828 975 -3.361 984
Fi(-1) (1, 0, 0) —2.048 686 —-3.959 148 —-3.081 002 -2.681 330
Fi(-2) (0, 0, 0) -3.681 562 -2.740 613 —1.968 430 —-1.604 392
ZInCAV (1, 1, 3) —-2.623 389 —4. 886 426 -3.828 975 -3.362 984

ZInCAV( -1) (1, 0, 0) -2.409 578 —-3.959 148 —-3.081 002 -2.681 330
ZInCAV( -2) (0, 0, 0) -7.773 039 -2.740 613 -1.968 430 -1.604 392
Tab.7 Unit root test results of residual series Ej

Sequence Regression form Statistic ¢ Critical value
1% 5% 10%
Eg (0, 0, 1) —-2.260 219 -2.728 252 -1.966 27 —-1.605 026

From Tab. 7, we can see that the residual series in the
5% significance level reject the assumption of having a unit
root; therefore, it is a smooth sequence and it is a co-inte-
gration between ZInCAV and F,. But the constant term of
the co-integration equation directly built by OLS is not sig-
nificant. After canceling the constant term and using re-

gression, we can obtain

ZInCAV =0. 989 511F,
27.399 96
(0. 000 0)
R>=0.979 133, D. W=0. 383 278

(2)
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The coefficient in Eq. (2) gets through the 1% signifi-
cant level test, except for D. W is equal to 0. 383 278, and
it is far less than 2, which shows that there is autocorrela-
tion"""" in the model. By using the generalized difference
method, we obtain

ZInCAV =0. 839 911F, (3)
27.399 96
(0. 000 0)
R*=0.510 908, D. W=1.551 187

The coefficient in Eq. (3) gets through the significant
level test, and D. W is equal to 1. 551187, which is larger
than 1. 34, so it gets through the 10% significant level
test, and it shows that there is no autocorrelation'”™"" in the
model. Eq. (3) reflects the long-term equilibrium relation-
ship between principal component F, and InCAV.

3.2 Building the growth model of Jiangsu construction
industry

Substituting Eq. (1) into Eq. (3), we can obtain

ZInCAV =0. 839 911(0. 201ZInK +0. 204ZInGDP +
0.203ZInREAV +0. 201ZInWS +0. 201ZInJA) =
0. 168 822ZInK +0. 171 342ZInGDP +
0. 170 502InREAV +0. 168 822ZInWS +
0. 1688 22ZInJA (4)

Standardized data can be converted to the original data
by the following equation:

Y (5)
b, =y - z b.x,

i=1

where y and x, are dependent variables and explanatory varia-
bles, respectively; S, and S, are the standard deviations of y
and x,, respectively; B, is the coefficient of explanatory vari-
ables; b, and b, are the constant term and the coefficient of
explanatory variables of the converted model, respectively.
The mean value and the standard deviation of these variables
can be obtained by the Descriptives order of SPSS16. 0.
Then we can obtain the results as shown in Tab. 8.

Tab.8 Mean value and standard deviation
of InCAV and main influencing factors

. Sample L. . Constant ~ Standard
Variables . Minimum Maximum L.
quantity term deviation
InCAV 19 4.07 6.58 5.5247 0.804 79
InK 19 2.93 5.27 3.9717 0.781 09
InGDP 19 7.26 9.32 8.3264 0.627 20
InREAV 19 3.30 5.92 4.7392  0.812 66
InWS 19 3.98 7.31 5.8172  0.992 45
InJA 19 5.65 7.76 6.6035 0.647 95

b, and b, can be calculated from the results in Tab. 8,
and we can obtain the growth model of the Jiangsu con-
struction industry by

InCAV =0.320 1 +0. 173 9 InK +0. 171 3InGDP +
0. 136 9InREAV +0. 175 6InWS +
0.214 5InJA (6)

The coefficients of the model are in line with the eco-
nomic significance. The fitting prediction diagram of the
forecasting model can be obtained by the PLOT order of
Eviews 5.0, as shown in Fig. 1.
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Fig. 1 The fitting prediction of the growth model of Jiangsu
construction industry

By intuitive judgment, we can see that the predictive val-
ue and the actual value are very fitting, but we should test
the prediction accuracy of the model. Percentage error
(PE), mean percentage error( MPE) and mean absolute per-
centage error ( MAPE) are the indices commonly used to
test the prediction accuracy . According to the model, we
can obtain the predictive values and the actual values of
CAYV and PE of the Jiangsu construction industry from 1990
to 2008, as shown in Tab. 9.

Tab.9 Predictive values and actual values of CAV and PE

of Jiangsu construction industry

Year Actual value Predictive value PE/ %
1990 58.460 0 84.549 2 -44.63
1991 64.550 4 93.819 6 —-45.34
1992 92.601 4 107. 296 2 -15.87
1993 115.701 2 129.903 2 -12.27
1994 135.001 4 154. 685 2 -14.58
1995 168. 821 3 180.397 2 -6.86
1996 213.252 6 209.507 4 1.76
1997 264.073 0 235.542 0 10. 80
1998 322.812 8 262.952 6 18.54
1999 356.813 7 302.897 5 15. 11
2000 383.114 3 328.3153 14.30
2001 411.079 3 354.146 1 13.85
2002 460. 820 1 396.372 0 13.99
2003 521.648 1 467.564 1 10. 37
2004 585.286 0 528.216 3 9.75
2005 647.681 0 609. 881 7 5.84
2006 716.982 7 730.525 1 -1.89
2007 864.063 5 859.490 9 0.53
2008 1 166. 893 0 1011.2240 9.89

According to the data in Tab.9, we can obtain MPE =
—-0.88%, MAPE =14.01% ; that is to say, the prediction
ability of this model is strong.

3.3 Predictive results of development of Jiangsu con-
struction industry

According to the Eleventh Five-Year Plan of Jiangsu
Province, the GDP of the whole province will be about
2 900 billion Yuan, with an annual average growth rate of
more than 10% . By the statistical data, the GDP growth
rate of the Jiangsu province in 2005, 2006, 2007 and 2008
are 14.75%, 14.48% , 14.9% and 12. 5%, and we take
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the mean value as 14. 16% . In accordance with the esti-
mate of the Eleventh Five-Year Plan, the added value of
the real estate industry will be 130 billion Yuan in 2010,
while the number was 91. 478 billion in 2006, so the aver-
age annual growth rate of the added value of the real estate
industry is 9. 18 % in the Eleventh Five-Year Plan. The E-
leventh Five-Year Plan has no relationship to the growth
plan of the net fixed asset and the external output of the
construction industry as well as the construction and instal-
lation investment, so we select the average cycle-increase
rate of these indices in the recent five years for forecasting.
We can obtain the following results as shown in Tab. 10.

Tab. 10 Growth rate of each factor used for forecasting %
REAV WS JA
14. 16 9.18 37.93 20.51

Index K GDP
19. 19

Growth rate

According to the growth rate in Tab. 10, the prediction
of the next four years of the Jiangsu construction industry is
obtained by the growth model, and the results are shown in
Tab. 11.

Tab. 11 Predictive values of CAV of Jiangsu construction industry

Year Predictive Predictive Construction
value of CAV value of GDP  output of GDP/%

2009 1 189.744 16 770. 485 7.09

2010 1 399. 780 19 237.423 7.28

2011 1 646. 894 22 067. 248 7.46

2012 1 937. 635 25 313. 340 7.65

The growth rate of the CAV of the Jiangsu construction in-
dustry is 17.65% calculated by the predictive values in
Tab. 11, which shows that the Jiangsu construction industry al-
so has a tremendous development potential. And the construc-
tion output of the GDP continues to rise, which shows that its
pillar position will be further strengthened in future years.

4 Conclusion

In this paper, the growth model of the Jiangsu construc-
tion industry is established, and the statistical data from
1990 to 2008 are used to test the prediction accuracy of the

model. It shows that the prediction ability of this model is
strong. The prediction of the Jiangsu construction industry
from 2009 to 2012 is carried out by the growth model.

The predictive results show that the Jiangsu construction
industry will grow faster than the GDP and the construction
output of the GDP continues to rise during the next four
years. So relevant policies and management measures of
the Jiangsu construction industry should support its continu-
ous stability and development. Then the Jiangsu construc-
tion industry can develop rapidly in the future.
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