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Fault isolation of air handling unit based on neural network
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Abstract: Aiming at various faults in an air conditioning
system, the fault characteristics are analyzed. The influence of
the faults on the energy consumption and thermal comfort of the
system are also discussed. The simulation results show that the
measurement faults of the supply air temperature can lead to the
increase in energy consumption. According to the fault
characteristics, a data-driven method based on a neural network
is presented to detect and diagnose the faults of air handling
units. First, the historical data are selected to train the neural
network so that it can recognize and predict the operation of the
system. Then, the faults can be diagnosed by calculating the
relative errors denoting the difference between the measuring
values and the prediction outputs. Finally, the fault diagnosis
strategy using the neural network is validated by using a
simulator based on the TRNSYS platform. The results show that
the neural network can diagnose different faults of the
temperature, the flow rate and the pressure sensors in the air
conditioning system.
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ontrollers play essential roles in the heating, ventilation
C and air conditioning (HVAC) systems. The better opti-
mal control strategy a system has, the more energy saving it
can realize. Besides reasonable and optimal control strate-
gies, healthy operation including healthy measuring, control-
ling and executing components should also be ensured.
Without healthy measurement and control, the operation of a
HVAC system can never be optimal or reasonable. If there
are some faults in the system, for example, the operation
conditions may deviate from the optimal operation condition
point. As a result, much energy consumption or poor indoor
air quality may occur. Moreover, the faults may lead to a de-
crease in the facilities’ lives or even some safety accidents.
Consequently, it is essential to develop suitable fault detec-
tion and diagnosis (FDD) tools.

The development of FDD in the HVAC field is later than
that in spaceflight, nuclear science and automation. Usoro et
al. """ started the fault diagnosis research in the 1980s. As the
fault diagnosis tools gradually showed positive effects, more
and more scholars began to pay attention to them. The Inter-
national Energy Agency (IEA) organized many scholars
from different countries to develop possible and suitable
fault diagnosis tools. Some typical achievements included
Annex25'” and Annex34'"'. After that, the Department of
Energy (DOE) in America™™® and the ASHRAE Technical
Committee!” ™ also organized and sponsored related resear-
ches on fault detection and diagnosis in the HVAC field. Re-
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cently, it has become more active in western countries.

In China, the application of fault detection and diagnosis
in the HVAC field is later than that in western countries.
Jiang et al. " developed related fault diagnosis tools in
the HVAC systems.

Two main methods of fault detection and diagnosis have
been developed in the HVAC field. One is the model-based
method, and the other is the data-driven method. The model-
based method has been widely developed. Through compa-
ring the differences between the outputs of the mathematical
models and the measured values, which are called residues,
the faults can be diagnosed. Obviously, whether accurate
mathematical models can be built is a key-point for the ap-
plication of the model-based method. The data-driven meth-
od has been developed recently. The mathematical methods,
such as the statistical method, the neural network, the wave-
let analysis, etc. , are always used to process and analyze the
operation data. Through analyzing and comparing the data to
be determined with the known ones, the fault diagnosis can
be made. The data-driven method does not need to construct
mathematical models for the HVAC systems, but many oper-
ation data are needed. And the diagnosis efficiency highly
relies on the quality and quantity of the data. Fortunately,
with the development and application of building automa-
tion, the operation data can be easily obtained.

In this paper, fault characteristics in the air handling units
are first discussed. Then, a neural network is presented to di-
agnose faults in the air handling unit. Through training the
operation conditions, the constructed network can well rec-
ognize the system. When faults occur, the neural network
can be used to diagnose them.

1 Fault Characteristics
1.1 Air handling unit

The scheme of an air handling unit is shown in Fig. 1. It
includes three control loops: the supply air temperature con-
troller, the outdoor air flow rate controller and the supply air
static pressure controller. Here, we focus on the supply air
temperature control loop. Through comparing the measure-
ment results of the supply air temperature with the optimal
setpoints, the chilled water valve can be adjusted.

1.2 Fault characteristic analysis

In the supply air temperature control loop, the following
variables are concerned: the supply air temperature 7, and
its setpoint T, ., the control commands for the water valve
C,, the chilled water flow rate M, the supply chilled water
temperature 7, and the return chilled water temperature 7.
The common faults include the errors of setpoints, the meas-
uring biases of the supply air temperature, the measuring bi-

ases of M, T, and T, . In addition, the faults of C, and the
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valve usually occur in real systems.
Under summer and winter conditions, these above-
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mentioned faults always result in different effects. The analy-
ses of these fault characteristics are shown in Tab. 1.

VAV VAV

B

VAV VAV

|
{Outdoor ait\ ® ®SUPPIY air
I \ 1

I
I
\ I
I
e e NN NN
I 1 |
I = I
I [ B i : VAV | VAV VAV VAV
o T— | Controller [----- s — e !
= g === = :
o | ‘s L
==
—= -
ey
Exhaust air \| g @
I
\\ = Return air ® Flow sensor
® Pressure sensor
Return fan @ Temperature sensor
Fig.1 Scheme of air handling unit
Tab.1 Influence of faults
Faul Under summer condition Under winter condition
ault
TSUP TWS TWT MW CW TSUP TWS TWl' MW CW
Increase in T, o + + - - + X + + +
Decrease in T, e - - + + - X - - -
Positive bias in T, sensor + X - + + + X - - -
Negative bias in T, sensor - X + - - - + + +
Positive/negative bias in T, sensor X +/ - X X X X +/ - X X X
Positive/negative bias in T, sensor X X +/ - X X X X +/ - X X
Positive/negative bias in M,, sensor X X X +/ - X X X X +/ - X
Increase in C,, - - + + + + + +
Decrease in C,, + + - - - - _

Note: “+” and “ ="

effect happens.
1.3 Influence of energy consumption

When the measurement results of the supply air tempera-
ture are biased, controllers may be misled and mistaken or
unsuitable control commands may be taken to adjust the
chilled water valve. The comparison of the energy consump-
tion between normal conditions and faulty conditions is
shown in Fig. 2. Because the supply air temperature sensor is
biased with —2 C, the energy consumption is increased by
2% .
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Fig.2 Comparison of energy consumption

mean that when faults occur, the related variables increase and decrease, respectively; “x

PYET)

means that when faults occur, uncertain

2 Fault Diagnosis
2.1 Neural network

The neural network technique is a valuable pattern recog-
nition method in theory and application. It is widely used in
engineering applications, especially in non-linear or compli-
cated systems. It is efficient to learn certain statuses or oper-
ation conditions of objective systems. A well-trained net-
work can recognize or distinguish various conditions. Actu-
ally, the process of fault diagnosis is essentially a kind of
recognition classification or recognition. Therefore, the neu-
ral network technique can be used as a diagnosis method.

In general, a neural network is composed of three layers:
an input layer, an output layer and one (several) hidden lay-
er(s). There are two main steps to apply a neural network in
the diagnosis process. First, the constructed neural network is
trained using much characteristic information decomposed
from the history data of building automation systems. The
training data include normal operation conditions and faulty
ones. Secondly, with a well-trained neural network, the con-
dition identification or the fault diagnosis is carried out
through comparing the outputs of the condition to be deter-
mined with the known ones.
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2.2 Diagnosis process

The diagnosis process using a neural network is as follows.
1) The typical training data should be selected as

1
xl x2 n
2 2 2
X X, e X, (1)
xm xm xm
1 2 ot " =mxn

2) The neural network is trained by using the historical
data. The training process is not stopped until it meets the
convergent demand. And the well trained network can recog-
nize the operation of the system.
j=1,2, .., n;j#i(2)

X, = fran (X5 Xp5 oo X 100 X,)

3) The operation status of the system is predicted.

redict
(X1) Xps orw Xy oo X)x 21,2, v msji (3)

J

4) The fault diagnosis can be made through calculating the
relative error ¢. The relative error denotes the difference between
the measurement results and the prediction outputs; that is,

Xip " Xim
= | X 100% (4)

2.3 Simulation tests

The simulation tests are made using an HVAC simulator
based on the TRNSYS platform. Two fault cases are tested.
One fault is the return chilled water temperature sensor bi-
ased with 1 ‘C. The other is the supply air temperature
sensor biased with 1.5 C. The prediction results of the
well-trained neural network are shown in Fig. 3. And the
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Fig.3 Prediction of T,, and T, using neural network.
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diagnosis results regarding the relative errors are illustrated
in Fig. 4.
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Fig.4 Diagnosis for faults. (a) Return chilled water tempera-
ture sensor; (b) Supply air temperature sensor

3 Conclusion

The characteristics and influences of some faults in an air
handling unit are analyzed in this paper. Then, a neural net-
work is presented to diagnose these faults. The neural-net-
work-based method is a data-driven diagnosis method. The
diagnosis efficiency of the neural network highly depends on
the quantity and quality of the selected training data. The
better the training data and the training process are, the high-
er the diagnosis efficiency is.
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