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Abstract: Based on the fundamental relationship among the
circuit power, the circuit delay and the supply voltage, four
theorems associated with the application of dynamic voltage
scaling (DVS) policies are proposed and proved. First, the
existence characteristics of the optimal supply voltage for a
single task are proved, which suggests that the optimal supply
voltage for the single task should be selected only within a one-
dimensional term, and the corresponding task end time by the
optimal supply voltage should be identical with its deadline.

Then, it is pointed out that the minimum energy consumption
that the DVS policy can obtain when completing a single task is
certainly lower than that of the dynamic power management
(DPM) policy or the combined DVS + DPM policy under the
same conditions. Finally, the theorem of energy consumption
minimization for a multi-task group is proposed, which declares
that it is necessary to keep the processor in the execution state
during the whole task period to obtain the minimum energy
consumption, while satisfying the deadline constraints of any
task.
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he minimization of power consumption is one of the

most critical and challenging problems in embedded
and portable systems. Nowadays, the DPM and the DVS
have emerged as popular solutions to minimize the power
consumption during the system design. The DPM is a de-
sign methodology that dynamically determines the power
state of power manageable components according to the var-
iations in workloads. As a subject of intense study in the
past decade, many DPM polices have been presented, such
as timeout-based" ™, predictive[H], and stochastic™®. On
the other hand, with the impressive development in power
supply technology along with chips that have the ability to
reliably operate over a wide range of working voltages, the
supply voltage for processor cores can be continuously ad-
justed at run time based on processing load variations'”.
The DVS is inherently a technique to dynamically scale the
supply voltage according to the deadline of tasks with the
purpose of balancing real-time responsiveness with low-en-
ergy task execution.

There are a number of DVS policies proposed in the liter-
ature'® ™', and the experiments demonstrate that the energy-
saving performance of the DVS outperforms that of the
DPM. However, the superiority of DVS policies cannot be
validated by theoretical proof. Four theorems are presented
altogether by strict theorem proving, which are helpful for
future theoretical study and application development.
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1 Theoretical Background
1.1 Circuit power

The power consumption in the CMOS circuit consists of
the static power and the dynamic power. The former is due to
the leakage current, while the latter is caused by the energy
transferred from supply nodes to the capacitive load connect-
ed to the output of the gate. The static power is negligible
with respect to the dynamic power. This is why most re-
search groups have devoted themselves to reducing the dy-
namic power. The dynamic power can be presented by

p=aC\V,f (1)

where p, a, C,, V,, f are the dynamic power, the switch-
ing activity, the workload capacitance, the supply voltage
and the clock frequency, respectively. The power of a de-
vice is the sum of each CMOS circuit power.

1.2 Circuit delay

Reducing the supply voltage will increase the circuit de-
lay. To be more accurate, the relationship between the cir-
cuit delay T, and the supply voltage can be represented as

T, =kt 2
cd T (Vd _ V[)Z ( )
where k is a constant, and V, is the threshold voltage. So,
T, will increase when decreasing V,, which means that the
clock speed of the processor will be reduced.

According to Eqgs. (1) and (2), it is obvious that the
power consumption of a processor is proportional to
V,(V,-V,))?, which can be formulated as P(V,) =KV,(V,
-V,))?, where P(V,) is the power consumption by V,, and
K is a simplified constant.

Moreover, the following formula can be deduced from
Eq. (2):

(V,-V)*

AN AL

E(V,)

where V,(i =1, 2) represents various supply voltages, and
E(V,)(i=1,2) corresponds to the task completion time at
V..

For the sake of simplicity, V,>V, is assumed, which is a
reasonable approximation for V, in the voltage range [3.3 V,
5 V]. Hence, P(V,) and E(V,) can be approximated by

P(V,) =KV, (3)

v,
E(V) =7E( V,) (4)

Egs. (3) and (4) will be applied in the following proof of
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theorems.
2 Proof of Theorems

Four theorems are presented based on the fundamental rela-
tionship among the circuit power, the circuit delay and the
supply voltage. The assumptions related to the task and pro-
cessor are as follows: 1) The task has arrival time S and
deadline D. The task in this context means the independent
software which can be scheduled by the operating system; 2)
The supply voltage range for the processor is [V .., W .1,
in which the voltage or clock speed variation is instantaneous
without loss of energy. Moreover, the task can be completed
by D in the whole voltage range of [V ., W_.1; 3) The
processor supports the sleep mode S, as well as the normal
active state S,,. The power consumption in the sleep mode is
denoted as P_; 4) The switching energy W, and the switch-
ing time T, between S, and S are nonnegligible.

Theorem 1 On the premise that the task can be comple-
ted by its deadline D, and the corresponding optimal voltage
Vo should follow Eq. (5) when the minimum energy is ex-
pected.

S+E(V

0

o) =D (5)

The detailed proof is omitted due to the space limitation.

In fact, theorem 1, including most existing DVS poli-
cies, has made an implicit assumption that any task is only
executed at the one-dimensional supply voltage during the
whole execution period. Now the question whether theorem
1 is still true when the task is executed at multiple supply
voltages should be answered.

Theorem 2 Assuming that the task is completed during
a time interval [S’, D'] ([S’', D'] €[S, D]), the energy
consumption at the one-dimensional supply voltage is less
than the corresponding energy consumption at random multi-
dimensional supply voltages.

Proof Theorem 2 can be proved by the inductive meth-
od. The one-dimensional supply voltage and the correspond-
ing completion time are denoted as V, and E,, i.e., E, =
D' -S"

First, a two-dimensional supply voltage set where the task
will be executed is discussed.

Assume that there exists a two-dimensional voltage set V
={V,,V,}, at which the minimum energy the processor can
obtain during [S’, D’'] would be less than the corresponding
energy at V,. Obviously, V,#V, and V|, >0, V, >0. The
result whether the voltage set V exists will be judged.

Suppose that the corresponding execution time period at
V.is E(i=1,2), as shown in Fig. 1. Here, V, <V, <V, is
assumed.

Obviously, the following equality is certainly true:

E, +E, =E, (6)

As far as the code-executing amount is concerned, the
code amount executed by the processor during E, is E,/
E(V,) when the whole code amount of task is normalized to
one. Similarly, the code amount executed by the processor
during E, is E,/E(V,). Because the task is completed dur-
ing [S', D'], E/E(V,) + E,JE(V,) = 1. Substituting
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Fig.1 Example of the two-dimensional supply voltage set
V,E,/V, into E(V,), and V, E,/V, into E(V,), we obtain
EV +EV,=E,V, 7

According to Eqgs. (6) and (7), the solution to E, and E, is
as follows:

Vz B Vd
Vv, -V, E,.

Vd _Vl

E =+ !
1 2 ‘/2_‘/I

E,
The total energy consumption W during [S’, D'] at volt-

age set V can be calculated as

VIV, =V) +Vi(V, - V)
VZ_VI

W=KV;E, +KV; E, =KE,
(8)

The voltage set V can be found by taking the partial deriva-
tive of Eq. (8) and setting 0W/9V,, aW/ 9V, to zero, which
can be presented as

ﬂ:(v _V)3V§V2-2vf—v§:0
E)Vl 2 d (VZ_V])Z
M:(V _V)V?+2V§—3VIV§:0
av, c (V,=V)’

It is obvious that the above system of equations has no solu-
tion with the condition V|, # V,. That is to say, we cannot
find any two-dimensional voltage set V where the minimum
energy consumption is less than the corresponding energy
consumption at V,. So, theorem 2 holds corresponding to a
two-dimensional voltage set.

Assuming that theorem 2 is true with the (N — 1) -dimen-
sional voltage set. Next we will consider the case of the N-
dimensional voltage set.

Denote the N-dimensional voltage set as V={V,, V,, ...,
Vy_i» Vy}. and the corresponding execution time set is ex-
pressed as E = {E,, E,, ..., E,_,, E,}, which satisfies

z E, = E,. Then the total energy consumption under the

I<isN

voltage set V can be calculated as

W= ZVKV‘?.E,.: D IKVfE,.+KV3NEN

I<isN I<isN-

There surely exists an equivalent voltage V., where the

code-executing amount during Z E, is equal to the sum

I<isN-1

of the code amount executed at V. (i=1,2, ..., N-1) dur-
ing the specified period E,. Generalizing formula (7), the
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following equality is obtained:

EV.=V E = VE

i
I<isN-1

E= Y E
I<isN-1

According to the assumption corresponding to the (N —
1) -dimensional voltage set, the following inequality holds:

1<isN-1

S KVIE,>KV’E 9
1

I<isN-
Similarly, the N-dimensional voltage set is equivalent to a
two-dimensional voltage set V = { \7, V.1 in terms of the

code-executing amount with EV + E,V, = E,V,. Based on
the above result related to the two-dimensional voltage set,
we obtain

KV’E +KV E,>KVE, (10)

According to (9) and (10), the following inequality can
be deduced:

Y, KVIE = Y KVE +KV.E,>

I<isN I<isN-1
KV'E +KV3E, >KV’E,

So, theorem 2 still holds with an N-dimensional voltage set.

In the remainder of this paper, any task is assumed to be
executed at a one-dimensional voltage without special decla-
ration.

Theorem 3 Assuming that the task is completed exactly
during [S’, D'] ([S’, D'1C[S, D]), the minimum ener-
gy consumption that the DVS policy can obtain during [S’,
D'] is lower than that of the DPM policy or the combined
DVS + DPM policy. Here, all the policies are abstract.

Proof The first step is to calculate the corresponding
minimum energy value that the three policies can obtain dur-
ing [S’, D'].

The minimum energy of the DVS policy, denoted as
W, ..i» can be calculated as follows.

According to Eq. (5), we can draw the conclusion that V_
should satisfy S’ + E(V,) = D’ for the minimum energy.
Hence, W, can be easily calculated as

W =KV(D' -5 (11)

minl

With regard to the DPM policy, the optimal approach for
executing the task during [ S’, D'] is to keep the processor
at V. until the task is completed and then immediately
switch the processor to S,;. In this scenario, the energy con-
sumption is minimum, and it can be expressed as

W =KV,

min2 max E() + eran +Psp(D, —S, —E‘0

D' -S -E,=T,

- Tlran)
(12)

where E, is the completion time at V

> and T, is the
break-even time between S, and S, (T, =T,,"").

An intuitive approach for the combined DVS + DPM poli-
cy is that the task will be executed at an intermediate voltage
V.a» Which is chosen from [V ., V,.] with D" - §" -

E(V,.) =T, and then immediately switch the processor to

e

the lower energy state S once the task is completed. More
precisely, the switching time is at the moment S’ + E(V ;).
It is established that V_, e [E"'(D' =S -T,), V,

max] >

where E~'represents the reverse function. Denote the execu-
tion time at the supply voltage V , as E, ;. Thus, the over-

all energy consumption W, during [ S’, D'] is given by

Wal] = Kv?nid Emid + Wtran + Psp( D, - S’ - Emid - Tmm)
Substituting V_E /V_ ., into E_,,, we obtain
2 VmaxEO
Wull = K Vmax EO Vmid + Wmm + Psp( D, - S’ - T - Tmm
mid

It indicates that W, is a monotonically increasing function
of V. WhenV_,=E'(D'-S'-T,)=V, E/(D -5 -
T,.), the minimum energy value denoted as W _ ., is ob-
tained, as shown in Eq. (13). It is interesting that W will
reach its maximum value W _,if V., =V_ . Hence, the
DPM policy can be regarded as a special case of the combina-
tion policy.

KEV,.,
+ W,

w o = +P_(T,
min3 (D/ _ S, _ Tbe)Z tran sp( be

- Ttran) ( 13)

The second step is to make a brief comparison among the
three minimum energy values. The detailed comparison is
omitted due to the space limitation.

In summary, it is ture that W_,
rem 3 holds.

The above theorems are given in the context of a single
task, which is not applicable to most practical cases. The
following theorem will consider the multi-task group. De-
note the arrival time and the deadline of the i-th task as S,
and D,, respectively.

Theorem 4 Given the n tasks with D, =S,, (i =1, 2,
..., N—=1), it is necessary to keep the processor in the exe-
cution state during the whole period [S,, D,] to obtain the
minimum energy consumption, where the deadline con-
straint of any task should be satisfied.

Proof Using theorem 3, theorem 4 can be proven by the
method of reduction to absurdity.

As one possible processing case, the processor can be as-
sumed to enter the idle state when executing the i-th task
and the (i +1)-th task(1 <i<N -1), as shown in Fig. 2,
where the body of oblique lines represents the execution pe-
riod of corresponding tasks under V_ . It is shown that the
i-th task will be executed at V, during [ S;, f,], and the (i +
1)-th task will be executed at V,,, during [¢,, D,, ], re-
spectively. However, the processor will enter the idle state
during [¢,, #,]. That is to say, the process is idle during
[#, t,].

Since ¢, < D, as shown in Fig.2, V, can be decreased to
V," as far as the i-th task is concerned, which follows S, +
E(V.) =t,. According to Egs. (3) and (4), the energy
consumption at V,” during [S,, #,] is K(V,)* V_ E(V ),
which is less than the energy consumption at V, during [S,,
t,], i.e., KV:V,_ E(V,.). Furthermore, we can deduce
from theorem 3 that the energy consumption at V,’ during
[S,, t,] is surely less than the sum of energy consumption

<Woss<W So theo-

min2 *
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during [S,, t,] and [¢,, ¢, ], and suppose that the optimal
DPM policy is applied during [¢#,, #,]. Although there is no
mention of 7,,, an implicit assumption ¢, — ¢, =T,, is made.
Otherwise, the processor will always stay in working state
S, during [¢#,, t,] with more energy wasted when the DPM
policy is applied.

For other possible execution processes, it can also be
proved that the idle period can be occupied by a certain task
for more power saving. In other words, the processor can-
not enter the idle state during the whole period [S,, D,].
This completes the proof of theorem 4.

It should be noted that theorem 4 holds only when D, =
S.,1» which means that there is no time interval between the
deadline of a previous task and the arrival time of a later
task.

3 Conclusion

Four theorems are presented and proven by the strict theo-
rem proof based on the fundamental relationship among the
circuit power, the circuit delay and the supply voltage.
Even though great progress has been made in the DVS tech-
nique during the past decade, the design and analysis of pol-
icy optimization techniques about the power management are
still open for research. For example, battery-aware DVS
policies need be further investigated.
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