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Abstract: A novel reconstruction method to improve the
recognition of license plate texts of moving vehicles in real
traffic videos is proposed, which fuses complimentary
information among low resolution (LR) images to yield a high
resolution ( HR) image. Based on the regularization super-
resolution ( SR) reconstruction schemes, this paper first
introduces a residual gradient (RG) term as a new regularization
term to improve the quality of the reconstructed image.
Moreover, L, norm is used to measure the residual data (RD)
term and the RG term in order to improve the robustness of the
proposed method. Finally, the steepest descent method is
exploited to solve the energy functional. Simulated and real
acquired video sequence experiments show the effectiveness and
practicability of the proposed method and demonstrate its
superiority over the bi-cubic interpolation and discontinuity
adaptive Markov random field (DAMRF) SR method in both
signal to noise ratios (SNR) and visual effects.
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uper-resolution ( SR) techniques aim at estimating a

high-resolution (HR) image by utilizing a sequence of
low-resolution (LR) frames. In many civilian and military
applications, such as medical imaging, traffic video se-
quences using low cost sensors, HR images are always re-
quired. In this paper, we are interested in traffic imaging ap-
plications. If a video surveillance system captured a hit-and-
run accident on public routes, a post facto analysis of the
stored video may be required. Though very high spatial reso-
lution has been used, however, due to the fact that the heavi-
ly compressed images or the capture environment is not desir-
able, information about the identity of the vehicles involved
in the accident may not be easily derivable. Moreover, to the
best of our knowledge, license plate recognition (LPR) sys-
tems remain the principal vehicle identifier despite the fact
that they can be deliberately altered in fraud situations or re-
placed. Although the LPR system has made great progress in
the last decade, there is still much work to be done, such as
a robust LPR system should be adaptable to the variety of the
environment. Assuming that the license plate region is detec-
ted at very low resolution, the current LPR system does not
effectively work well'"’. The problem addressed in this paper
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uses image processing techniques to improve the readability
of license plate text and some other signs of moving vehicles.

There are many reasons leading to the degradation of the
required video quality, such as motion blur, camera lens
blur, atmospheric blur, and noise. From a restoration point
of view, the idea is to increase the information content in
the final image by using the additional spatial-temporal in-
formation that is available in each of the LR images. A vari-
ety of the SR algorithms'*™ have been proposed since the
multi-frame SR problem was first addressed in Ref. [7]. It
is impossible for us to introduce all the related methods due
to the limitation of the content of this paper, therefore only
those of great importance will be discussed to give readers
an overview of the recent papers. In Ref. [8], a method for
generating a high resolution slow-motion sequence from a
given video is introduced, in which an area of interest such
as the license plate is slowed down and super-resolved. Ma-
tan et al. "' used a probabilistic and crude motion estimation
to reconstruct a high resolution image.

More recently, a new super-resolution algorithm was pro-
posed by Suresh et al. "', which modeled the HR image as
a Markov random field (MRF) with a discontinuity adaptive
regularization. This approach obtained promising results in
some cases when tested on real traffic video sequences. In
this paper, a residual gradient (RG) term is introduced as a
gradient homogeneity constraint term to the regularization
SR reconstruction model "', At the same time, in order to
improve the robustness of our method, the residual data
(RD) term and the RG term are measured with L, norm.

1 Observation Model

It is important to set up a suitable imaging model, which
can truly reflect the real physical process of imaging degra-
dation, to implement the super-resolution reconstruction. In
the practical process of image sampling, there exist some
degrading factors, i. e., atmospheric blur, motion blur,
camera lens blur, and sampling devices.

Since we are interested in traffic imaging applications,
camera blur often has a greater effect on images than atmos-
pheric blur (which is very important for remote sensing ima-
ges) in conventional imaging systems, and thus only camera
blur is considered in this paper. Supposing that we observe
n LR images Z,, Z,, ..., Z,, we use the notation in Ref.
[10] to formulate the general super-resolution model. The
degraded sequence of the original image is assumed to be
translational with scaling-variant motions. The blur comes
from camera defocus and motion blur. The general vector
super-resolution formulation is defined as

Z, =EBHX+I, 1<k<n (1)
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where X represents the HR image of size N, N, x 1 which is
rearranged in a lexicographic order; Z, and I, are two col-
umns of size M, M, representing the observed LR frames and
the additive noise, respectively; B, is the camera lens blur
matrix of size NN, x N\N,; H, is an N|N, x N, N, matrix
that models the motion corresponding to the reference
frame; E, is the decimation matrix of size M, M, x N,N,.

The recovery of the image X from {Z,};_, relies on the
knowledge of the involved operators. By setting the center
frame as a reference image, the operator H, is obtained
through the motion estimation between the reference image
and the image Z,. Since all the images in the sequence go
through the same camera and atmosphere, we assume the
noise, the decimation operator, and the blur operator are
identical for all the images. Therefore, Vk, I, =1, E, = E,
and B, = B.

2 Proposed Regularization Framework

The following expression formulates a generalized mini-
mization cost function'”',

fiX) = arngin{ ip(zk,EBHkX) +/\g(X)} 2)

where )\ is the regularization parameter which provides a
tradeoff between the constraint regularized (CR) term g(+)
and the RD term p(-).

Suresh et al. """ defined RD and RG terms as

p(Z,.EBH.X) = | Z, ~EBH X || ; (3)

and

o(X) = Z‘ ;47, _yexp{ (X, /) —X(ij -D] }_

yexp{_[x(l]) - X(i.j + D] }
yexp{ (X)) —X(l—lj)] }
yexp{ [XCi)) —X(l+1j)] } (4)

where vy is the annealing parameter.

According to Ref. [4], L, norm leads to a more robust re-
sult in error estimation than L, norm, so we adopt this result
in this paper. Therefore, the RD term (3) can be rewritten
as

n

ZP(Zk’EBHkX) = z | Z, - EBH X || , (5)
=1

k=1

To better preserve edges and guarantee the gradient con-
sistency between the estimated high resolution image and the
original LR images, a gradient-based constraint, namely the
RG term, is introduced to Eq. (2).

fX) = arngin{ 2 o(Z, EBH,X) + A,5(X) +
Mh(VZ, EH, VX,) } (6)

where h(-), namely the RG term, measures the Euclidean

distance between the estimated HR image and the gradient of
the observed LR images. We define the RG term as

n 4

> > ViZo—EH(V.X) |,
(7

MVZ,EH(V X)) =

where the L, norm is used to measure the difference between
the gradient maps. The gradients V, X, V,X, V,X and V,X
are given by

V. X=(S,+S8, 'S, +S.S)X (S, +S'S " +85.85 HX
V,X=(S,+8.8 ' +S.S)X - (S, ' +S'S ' +5,'S)HX
X=(SL+8.8 " +8 HX (S +5'S, +SHX
V. X=(S, +S.8 +SHX - (S, ' +8,'S " +S HX
(8)
where S and S*' are horizontal and vertical shift matrices
by +1 pixel, respectively.

3 Super Resolution Implementation

By using the RD term (5), the regularization term (4),
and the RG term (7), we propose the following super-reso-
lution reconstruction model,

fX) = arngin{ S | Z, - EBHX |, +A,g(X) +
k=1
no 4
MY Y IVZ - EH(TX) | )

We use steepest descent (SD) optimization procedure to
find the solution to minimize problem (9). To derive the
SD update procedure for the image estimation, we first
compute the gradient of the cost function in Eq. (9) with re-
spect to X. Using Eqgs. (4) and (8), the gradient of the cost
function in Eq. (9) with respect to X is given by

VAX) = {ZH{BE(sign(EHk( VX) - V.Z)) +
MY (8(X) +AZZ [iHIE(sign(EHk( v.X) -
v,z 2 av)’(X)} (10)

where

V(X)) =

20X, j) —X(i,j—l)]eXp{-[X(i’j) _;§<,~,,~_1)12}+

20X(i, j) —X(i,j+1)]exp{—[X(i’j) ’f(i’j+1)]2}+

20X(.j) - X(i =1, ) exp] 1 HED -’§<i—1,1)12}+

20X(i, j) —X(i+1,j)]exp{ - 1XG)) ‘ﬁ("”’j)]z} (11)

The SD optimization iteration procedure can be summa-
rized briefly as follows:

1) Choose a proper value of -y and an iteration number N;

2) Use the bi-cubic interpolation to calculate X'” as the
initial guess of the HR image;

3) Update the state X(VH]) :X“” _B” Vf(X(n));
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4y If | X" =X ||/ | X" || <& or n<N, then X =
X" . Where ¢ is a small positive constant and 8" presents
the step size at the n-th iteration.

4 Experiments

In order to show the effectiveness of SR reconstruction
with the proposed algorithm based on the proposed L, norm,
the discontinuity adaptive Markov random field ( DAMRF)
and residual gradient, we test it in both simulated and real
acquired sequences. For the simulated experiment, the per-
formance of the reconstruction algorithm is evaluated by

measuring the improvement in signal to noise ratio
(SNR) """, which is defined by
X-x2°
S =101 ”7, 12
g |X-X |’ (12)

where X is the original image; X'” is the initial estimation of
the super-resolution image which can be obtained by interpo-
lating the first low-resolution frame using standard bilinear or
bi-cubic interpolation; X is the super-resolution image. To
verify the effectiveness of the proposed algorithm, denoted as
L, + DAMRF + RG, for SR reconstruction, we evaluate the
proposed algorithm subjectively and objectively in compari-
son with bi-cubic interpolation and the DAMRF SR mod-
el . The criterion for selecting the parameter in each exper-
iment of each algorithm is to choose parameters to produce
the visually most appealing results. For fair evaluation, we
use the trial-and-error method for determining the optimal pa-
rameter and the best result is chosen as the output of the algo-
rithm for this experiment.

4.1 Evaluation of simulated sequence

For the simulation experiment, we use an HR license
plate of size 28 x 91 pixels for the simulated data ( see Fig. 1
(a)). First, we shift the HR image by a pixel in the hori-
zontal and vertical directions. Then the shifted image is cor-
rupted by the independent white Gaussian noise of size 5 x5
with a standard deviation equal to 5 and salt-and-pepper
noise with 0. 02 noise density. The resulting image is down-
sampled by a factor of 2 in both horizontal and vertical di-
rections to generate six LR images from the original HR im-
age. Fig. 1(b) shows one representative LR example. Fig. 1
(c) shows the SR reconstruction obtained by using the bi-
cubic interpolation, which does not help to improve the leg-
ibility. Fig. 1 (d) shows the result obtained by using the
DAMRF method''”. Fig. 1(e) shows the SR reconstruction
of the proposed L, + DAMRF + RG. The SNR of the DAM-

RF method"” and the proposed method L, + DAMRF + RG

Fig.1 Simulation results of different super-resolution meth-
ods. (a) Original HR frame; (b) One of six LR frames; (c) Bi-cu-
bic interpolation; (d) DAMRF model”'; (e) L, + DAMRF +RG

are 9. 15 dB and 9.45 dB, respectively. We observe that
the proposed method looks better because L, norm leads to a
more robust result and CG is helpful to suppress noise and
preserve more edge information than the algorithm without
this constraint.

4.2 Evaluation of real acquired sequence

To further evaluate the performance of the proposed meth-
od, two real acquired LR sequences are used. In Fig.2, we
show the effectiveness of the proposed SR method in com-
parison with bi-cubic interpolation and the DAMRF meth-
od™. Fig.2(a) shows six consecutive LR frames of a real
traffic video. Fig.2(b) shows the result of the SR recon-
struction result obtained by using bi-cubic interpolation. The
output of the bi-cubic interpolation is quite blurred, and
some of the numbers are not at all discernible. The result of
the SR reconstruction by using the DAMRF method'" is
shown in Fig. 2(c), which performs relatively better, but
some of the letters are not easily legible. For example, the
letter “C” and the last number “2” are confused. For com-
parison, the proposed L, + DAMREF + RG is shown in Fig. 2
(d). Note that the license plate can be read clearly. The ex-
periments described above demonstrate the practical utility
and the potential of the proposed method in enhancing LR
frames captured from real traffic conditions.

(b) (e) (d)

Fig.2 SR reconstruction results from real LR video. (a) Six
frames of the acquired LR sequence; (b) Bi-cubic interpolation; (c)
DAMRF !"'; (d) L, + DAMRF + RG

; g £ 2:’;‘.35;3
(a) (h) (d)

Fig.3 Results of different methods applied to license plate.
(a) One of five LR frames; (b) Bi-cubic interpolation; (¢c) DAMRF
model''”’; (d) L, + DAMRF +RG

In Fig. 3, one license plate sequence which is cropped
from a real video frame captured using a camera at the over-
bridge is used. This paper considers five frames of the low
resolution sequence, one of which for our captured sequence
is shown in Fig. 3(a). Note that this license plate is quite
blurred and almost all of the numbers are difficult to read.
The outputs corresponding to different super-resolution
methods are given in Figs. 3(b) to (d). We again notice
that the reconstructed image using the proposed method is
significantly better compared with the existing methods.

5 Conclusion

We present a new super-resolution image reconstruction
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algorithm to enhance the quality of a set of blurred image
frames of moving vehicles and produce an HR image with
fewer blur effects. The new method, based on the DAMRF
model, uses L, norm to measure the RD term and introduces
the RG term to improve the quality of the reconstructed im-
age. Experimental results show the effectiveness of the pro-
posed method, especially when compared with the DAMRF
method.
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