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Abstract: In the traditional unscented Kalman filter ( UKF),
accuracy and robustness decline when uncertain disturbances exist
in the practical system. To deal with the problem, a robust UKF
algorithm based on an H-infinity norm is proposed. In Krein
space, a robust element is added in the simplified UKF so as to
improve the algorithm. The filtering gain is adjusted by the
robust element and in this way the performance of the robustness
of the filtering algorithm is promoted. In the initial alignment
process of the large heading misalignment angle of the strapdown
inertial navigation system ( SINS), comparative studies are
conducted on the robust UKF and the simplified UKF. The
simulation results illustrate that compared with the simplified
UKEF, the robust UKF is more accurate, and the estimation error
of heading misalignment decreases from 16.9’ to 4. 3'. In short,
the robust UKF can reduce the sensitivity to the system
disturbances resulting in better performance.

Key words: unscented Kalman filter (UKF); robustness; Krein
space; initial alignment; large heading misalignment angle

doi: 10.3969/j. issn. 1003 —7985.2011.01.012

nitial alignment is a key technology in the strapdown in-
I ertial navigation system ( SINS). With developing de-
mands on the SINS, the linear error model based on the
small misalignment angle can hardly accurately describe the
system error propagation properties. The nonlinear error
models based on the large misalignment angle constraint
emerge continually, of which the model with a large head-
ing misalignment angle is the most representative one ! .

The filtering estimation is of significant importance in the
initial alignment process. The UKF is a new nonlinear filte-
ring algorithm that has emerged in recent years. It adopts a
deterministic sampling approach and uses a set of weighted
sigma-points to approximate the mean and variance of the
system state vector by unscented transformation (UT). This
algorithm can theoretically capture at least the second-order
Taylor series expansion of any nonlinear equation, and re-
duce the linearization error of the traditional extended Kal-
man filter (EKF). Meanwhile, the UKF uses the same re-
cursive algorithm frame of “predict-correct” as the standard
Kalman filter ( KF). Therefore, the UKF is a research
hotspot due to its advantages of high precision and simple
structure ', In the SINS initial alignment with a large
heading misalignment angle, a simplified UKF algorithm
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named the Rao-Blackwellised additive unscented Kalman fil-
ter (RBAUKF) " is specifically designed for the dynamic
system with additive noise, the nonlinear state equation and
the linear measurement equation. The simplified UKF does
not need to augment the number of sigma-points, and it
solves the prediction of the nonlinear state as well as its va-
riance by UT, while its other steps are the same as those of
the standard KF. Its computational complexity is decreased,
and the accuracy is similar to that of the standard UKF.

The UKEF is an extension of the standard KF, so it is still a
minimum variance estimation, which requires the mathemati-
cal model and the statistical properties of the noise signals to
be accurately available. In practical application, however,
the uncertainties of the model and the lack of statistical infor-
mation on the noise signals lead to the decrease in accuracy
and stability of the UKF. In Ref. [7], on the basis of the
maximum posterior estimation theory and the exponentially
weighted method, the statistical properties of the unknown
time-varying noises are real-timely estimated and corrected.
In Ref. [8], the process noise is estimated online by filter in-
novation and a residual orthogonal method. In Ref. [9], the
measurement update of the UKF is converted to the Huber es-
timate method in solving the linear regressive problem, from
which a filtering algorithm on L, and L, mixed norm mini-
mum estimation is derived. The improved UKF algorithms
mentioned above are of a certain degree of robustness and a-
daptability when the measurement noise is polluted by Gauss-
ian white noise. In this paper, the H-infinity norm is intro-
duced on the basis of the RBAUKF, and a robust UKF algo-
rithm of H-infinity suboptimal estimation is derived. The al-
gorithm makes no assumption on the nature of the disturbance
and adds the robust element in order to acquire satisfying ro-
bustness. Finally, the simulation test of SINS initial align-
ment with a large heading misalignment angle is processed.
The results illustrate that the robust UKF is of higher robust-
ness and precision than the standard simplified UKF.

1 Simplified UKF Algorithm

Consider the following system model:

X =fX,_.)+Ir,_wW_, Y =HX +V, (1)

where X, is the system state vector; f(-) is a nonlinear func-
tion; I, is the system process noise matrix; Y, is the the
measurement vector; H, is the measurement matrix; W, is the
system process noise vector; and V, is the measurement noise
vector. Assume that E[V,] =0, E[W,] =0, E[V,(V;] =
RS, ELTW W] =0,8,, E[V,W;] =0, Q,=0, R, >0.

According to the additive noise model as Eq.(1), the
state equation is nonlinear, and the measurement equation is
linear. Then the simplified UKF is as follows™" :

1) Initialization
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X, =E[X,], P,=E[(X,-X,)(X,-X,)"]

2) Time update

Xo =X,
x. =X, 1,+/(n+ AP,
XI':[kal]n_ (n+/\)Pk,1

Xewor =Sx21)

2n
m
Xklk-1 = z WX v
=0

i=1,2,--,n

i=n+1,-,2n

2n
P = Zo Wf(/‘./i,klk—l =X

(X ke _Xk\k—l)T +Fk—le—1FZ—l
m_ A
" Tn+A
A 2
°_n+A+(1 o +B)
] -
W?_W:_Z(n+)\) 1=1,2,...,2n

)\Zaz(n+K) -n

where W" is the weight of the first-order statistical property,
and W is the weight of the second-order statistical property.
A, a, B and k are the scaling parameters.

3) Measurement update

K, :Pxx.k\k—]HZ(HkPxx,k\k—IHZ +R,) B
X, =X, , +K(Y,-HX,, |)
P, = (I_Kka)Pm,kwq

In the recursive calculation of the simplified UKF, the
sigma-points are only updated to compute the state and pre-
dict the variance, and the other steps are updated with the
KF. Thus, the computation is reduced.

2 Robust UKF Algorithm

Consider the system model as Eq. (1), and make no as-
sumption on the statistical properties of W, and V,. In gen-
eral, some arbitrary linear combination of the state needs to
be estimated,

Z =LX

k KTk

where L, is a given matrix.
Z, is extended to the measurement vector V,; thus the
Krein-space system is as follows:

X =fX,_ ) +T_W_, [;:]=[ff]xk+v; (2)

W, and V, are regarded as finite /, energy noises, and we

make no assumptions on their nature. Note that X, W, and
[10]

V! satisfy

X, X, P, 0 0
Wl |wll=| 0 15, o
vilLly, 0 0 RS,

The H-infinity algorithm is more robust and less sensitive
to parameter variations. The Riccati equation'"” needs to be
altered so that it can be applied to the robust UKF algorithm
in the nonlinear system as Eq.(2). P, ,,_, in the nonlinear
system is obtained through UT in the simplified UKF, and it
is similar to P, _, in the linear system"”. As a result, the
Riccati equation in the robust UKF is as

H,

Pxx,k = (I_Pxx,k\k—l [HZ L:]R;i L ])Pxx,klk—l (3)
3

. 1 0 H
with R, = [0 _721] + [L:]Pxx,klkfl [HZ LZ]
Defining K, , =P, .., [H, L;]R];, Eq.(3) is rewrit-

ten as

Hk
Pxx,k:(I_Kac,k ])P.U.klk—l (4)

L,
Now K , can be written as

Koc,k = [P.xx,k\k—]H: Pmm-ll‘:] '

-1

I+H1<Pxx,klk71HZ HkPXx.k\kflL: ] (5)
LkPx.\,kalekT _')’21 +LkPxx.kU<—1L:
[11] . . A]] AIZ
Theorem 1 Partitioned matrix A = [ ],
A, A,

where A, is an invertible square matrix. Then the inverse

matrix A ' is as

where
B, = (Azz _A21A|_1]A12) _l’ B, = _Al_l]AIZBZZ
B, = _BzzA21A1]]’ B, :Al]l _BleZIAl}l
Define
A, :I+HkPu,klk—lHZ’ A, :HkPxx.k\k—lLE
A, =LkPxx,k\k—1H:’ A, = _YZI+LkPx‘,x,k\k—1L:
According to Theorem 1, Eq. (5) can be simplified as

B, B
K, =[P H P, L]l," .°|=
®,k [ xx, klk-1 k xx, klk-1"k ] [Bz| Bzz]
[P)uc.k\kleZ Bl] +Pxx,k|kflL: BZI Pxx.k\k—lHZ BIZ +Pxx,k\k7]Lz BD]

(6)
Defining K, , =[K, K,], K, is simplified as

K, :Pxx,klkleZ B, +P,\;\,k\k—1LZ B, =
Pxx,klkleZ(I +HkPxx7ka—1HZ) 4
Pxx,klk—l(HZAl_I] A, _LZ) :
(Ay _AZIAl_ll Ap) _lLkP.vr.k\k—lHZ(I +HkP,m,klk—lH;¢r) B
(7)

Substituting K, = Pn,kmlHZ(I + H,(PWM,IH,(T) ~"into Eq.
(7), Eq.(7) can be rewritten as
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K, =K, +Pxx,k\k—l(H:Al_l] A, _L:) :
(A, _A21A1711 Ay) 71L1<Kk =
{I+(KH, _I)P,Uc,k\kflLZ[ _'}’21"'
Lk(I_Kka)Pxx.k\k—lLl\l'—] 71Lk}Kk (8)
Eq. (8) is equivalent to
K,=(I-M)K, (9)

with M, = (I - Kka)Pn,ka—lLZ[ - 721 +L(I-KH)) -
Pxx,klk—lL:] 71Lk'
Similarly, K, can be simplified as

Kz :(I_Kka)Pn.k\k—lL:[ _721+Lk(1 _Kka)Pn.k\kflL:] B

(10)

Substituting the simplified K, , = [K, K,] into Eq.
(4), we obtain

Pk :PAX,klkfl - (I_Mk)KkaPkaq _MkPx.r,klkfl (11)

Finally, the robust UKF algorithm is as follows:
1) Initialization

X, =E[X,], P,=E[(X,-X,)(X, -X,)"]

2) Time update

k=1,X,P,

Xo =Xi
x. =X 1, +/(n+AP,_,
/\/[:[kal],,_ (n+)\)Pk71

Xewo =S 0)
2n
Xik-1 = ZO W;nXi,k\k—l

i=1,2,---,n

i=n+1,--,2n

2n
Pm,k\k—l = Zé m(/\/i,k\k—l _Xklk—l)(/‘/i,klk—l _Xk\k—l)T +
Fk_IFkT-l

3) Measurement update

K, :Pxx,klk—lH:(HkPm,klk—lHZ +1) -
X, =Xy +K (Y, -H X, ,_))
M, :(I_Kka)er,klk—lL:[ _721+
Lk(l _Kka)Pxx.k\kfle] 71Lk
Pk :P)Lx,k\k—] _(I _Mk)KkaPxx,klk—l _MkP,u,k\k-l

Comparing the simplified UKF and the robust UKF, it is
found that their essential distinction is that P, is different.
The robust element is added in the robust UKF, and the giv-
en positive number +y is adjusted so as to regulate P,, and
then the filtering gain K, is adjusted. In a word, the robust
UKF adjusts P, to improve the system robustness. The sche-
matic of the robust UKF is shown in Fig. 1.

1

{Xi}=[)}k-1 [ik—l]n"'\/ (n+A) P, [7}1‘_1]” -/ (n+A)P,_y ]

[ *

Xie-1 =F(Xk-1)

i

i

n
_ m
Xy = ZWi Xi,klk-1
=1

o
P rii-1= ZWF(Xi,k\k-l _Xklk-1)(Xi,klk—l_Xklk—l)T+Fk—lr;cr—1
=0

i

- *
X=X+ K (Y- H X y)

K, =P, Hl (HP, . H+D)"

i

Y M, =(1-K,H)P, ;| Li[-yI+L,(I-K,H)P, ., L{]'L,

i

P= Pz-z,k\k—l -(I- Mk)KkaPzz,k\k—I_Mkpzz,k\k—l

20

P,

Fig.1 Schematic of the robust UKF algorithm

3 Simulation and Results

In SINS initial alignment with a large heading misalign-
ment angle, the navigation frame is the north-east-up
(OENU) frame. The misalignment equation and the veloci-
ty-error equation can be determined as

b =(I-C) ), +50, - Clé’

in

SV =(C" -Df +6V' Q0. +w") + (12)

V' (28w, + ")) +C. V"

where ¢ = [ ¢,, ¢,, ,]" is the misalignment angle vector.
g =le, &, €] " is the gyroscope drift, which is constituted
by random constant drift and random noise. 8V =[§8V,, 6V,
8V,1" is the velocity-error vector, V" =V, V , V ]'is
the accelerator bias, which can be treated as constant bias
and random noise. C" is the misalignment matrix.

cos¢, sing, -,
C' = - sing, coso, o,
b,cosd, + b sing, P,sind, — d,cosd, 1
(13)
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According to SINS error equations (12), the system state
vector and the measurement vector are defined as X =[dv,,

bbb, V.V, ene.6]1, Y=[0v,8v,]". The
system model is illustrated as

fl) =

n

(.05, +b,56,)
05 x1

Vﬂ

Discretizing Eq.(14) with the 4th-order Rubge-Kutta meth-
od, we can obtain the nonlinear discrete system model. Sim-
ulation tests are carried out by the simplified UKF and the ro-
bust UKF, respectively. The simulation condition of a ship
SINS initial alignment is defined as follows: the ship is in the
three-degree-freedom swaying state; the initial latitude is
32°; the initial longitude is 118°; the east velocity is 0 m/s;
the north velocity is 10 m/s; the initial misalignment angles
b,, ¢, and ¢, are 0.5°, 0.5° and 10. 0°, respectively. The
gyroscope constant drift is 0. 05 °/h, the accelerometer con-
stant bias is 10 g, and the gyroscope random noise and the
accelerometer random noise are colored noise, which origi-
nate from SINS actual measurement data. In the robust UKF,
the given positive number v is 2. 0 which is based on experi-
ence; the given matrix L, is a unit matrix, and the other filter
parameters are the same as those of the simplified UKF.

The estimation error curves are shown in Fig. 2 and Fig.
3. From the figures, it can be seen that the robust UKF al-
gorithm is of more rapid convergence and higher accuracy.
The estimated error of misalignment angle ¢, of the robust
UKEF algorithm is about 4. 3. In contrast, the estimated er-
ror of the simplified UKF algorithm is 16. 9’ ( The statistical
data is from 300 to 600 s). The simulation results show that
when the actual system noise is not Gaussian noise, the pre-
cision of the simplified UKF algorithm declines significant-
ly. On the other hand, the robust UKF algorithm in this pa-
per is of high precision and strong robustness.

30
1—Simplified UKF algorithm
2—Robust UKF algorithm
20 -
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Fig.2 Estimation error of misalignment angle ¢,
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(14)

where H =[1,,

Vv v
f.(cosd, —1) +f,sind, +86V, F"tanL +6V, ( 2w, sinL + RfetanL) +V,

e

\%
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e
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e Re
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Fig.3 Estimation error of misalignment angle ¢,

4 Conclusion

The accuracy and robustness of the simplified UKF de-
cline when uncertain disturbances exist in the practical dy-
namic system. This paper presents a robust UKF algorithm
based on the H-infinity norm, which adds a robust element.
The robust element adjusts the filtering gain by the given
positive number y, and the system robustness is improved.
The simulation results of SINS initial alignment with the
large heading misalignment angle demonstrate that compared
with the simplified UKF algorithm, the robust UKF algo-
rithm in this paper can improve the accuracy, and the esti-
mation error of the misalignment angle ¢, is reduced from
16.9' to 4.3".
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WE AT AAHEERH IR A% UKF Rk LR R R E el TR R A, /BT —F LT
H™ je 469 &4 UKF J8 0k 5%, % 5% /& Krein = 18] 1 3¢ @ 46 UKF JE0k F kst T8t 38 m 7 — AN SHhny. &
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