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Abstract: This paper presents an urban expressway video
surveillance and monitoring system for traffic flow measurement
and abnormal performances detection. The proposed flow
detection module collects traffic flow statistics in real time by
leveraging multi-vehicle tracking information. Based on these
online statistics, road operating situations can be easily
obtained. Using spatiotemporal trajectories, vehicle motion
paths are encoded by hidden Markov models. With path division
and parameter matching, abnormal performance containing extra
low or high speed driving, illegal stopping and turning are
detected in real scenes. The traffic surveillance approach is
implemented and evaluated on a DM642 DSP-based embedded
platform. Experimental results demonstrate that the proposed
system is feasible for the detection of vehicle speed, vehicle
counts and road efficiency, and it is effective for the monitoring
of the aforementioned anomalies with low computational costs.
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C urrently, the urban expressway system of metropolises
in China has taken shape. Urban expressways connect
the main roads and the radial roads, gathering and distribu-
ting the traffic in central areas and connecting the urban and
suburban areas. It plays an important role in the local trans-
portation system'' ', Therefore, the surveillance system of
urban expressways is of much importance for reducing traf-
fic jams, ensuring the traffic service level and evaluating the
transportation investment performance ™.

The key aspects of the urban expressway surveillance sys-
tem are traffic measurement and performance monitoring.
The traffic measurement system supplies real-time traffic da-
ta along with historical data by vehicle tracking. With these
data, the performance monitoring system can detect
anomalies or predict potential abnormal behaviors before
they occur”™® . The basis of the surveillance system is road
information acquisition. In Nanjing, large amounts of in-
ductive loop sensors are in place. Inductive loop sensors de-
liver vehicle counts and lane occupancy from locations all
over the city. Unfortunately, only half of the loop detectors
supply usable data and they are costly to maintain. Cameras
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offer an attractive substitute for loops since they can be unob-
trusively deployed on the side of urban expressways and can
also be used for monitoring. In addition to providing traffic
measurements, cameras can obtain more information such as
travel time, vehicle classifications and irregular paths.

In this paper, we present a video-based automatic system
which contains two different traffic situational awareness
sub-systems. The first one is a traffic flow detection module
for robust vehicle tracking and traffic statistical accumula-
tion. The second one is the vehicle motion patterns learning
module which is used to detect anomalies.

1 System Description

Generally, the distributed control system consists of three
layers as shown in Fig. 1. Combined with the digital signal
processing chip (DSP), the first layer is designed as an in-
telligent front-end processing unit which is called a video-
based traffic flow measurement unit ( VTFMU). The VTF-
MU performs traffic flow measurement and vehicle track-
ing. The second layer acts as the “node”, using the trajecto-
ry information up-transmitted by the first layer, to detect
anomalous object motions. The third layer is the monitoring
and managing center, which finishes city expressway inci-
dents monitoring, emergency dispatch and optimal planning
of road infrastructure. This paper focuses on the first and
second layers to complete traffic flow acquisition and abnor-
mal behavior monitoring.
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Fig.1 Video-based distribution control system

2 VTFMU

The video-based traffic flow measurement unit selects the
digital video and audio processor TMS320DM642, together
with video codec chips to achieve the functionality. The unit
works as a virtual sensor. Compared with the general sen-
sor, the output of the virtual sensor is not simple numerical
data such as analog or digital voltage, but road traffic infor-
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mation or the more advanced explanation. This portable de-
vice can be easily added in the existing video surveillance
infrastructure on the roadside. The installation of the VTF-
MU in the surveillance system is shown in Fig. 2.
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Fig.2 Installation of VTMFU

2.1 Detection and tracking of multiple vehicles

Based on the DSP platform, we focus on real traffic
scenes where there are many vehicles and mutual occlusions
between multiple vehicles. Since the computational cost of
most state-of-art detection and tracking algorithms does not
scale linearly with the number of present objects, it is neces-
sary to find a suitable algorithm with low computer costs. In
this paper, a new spatiotemporal clustering-based tracking
algorithm based on background subtraction and feature ex-
traction is proposed to track multiple vehicles, which can re-
solve occlusion by using the temporal information carried by
foreground pixels'”™ .

For fixed cameras, the background subtraction method is
computationally efficient, and the key problem is to recover
and update background images from a dynamic sequence'' .
In our algorithm, the background image is updated by the
temporal average of an image sequence with an adaptation
coefficient «.

B =(1-a)B + QT yrrent (1)

where B, ., is the estimated background. By computing the
difference between corresponding pixels in the current image
T e ANd B foreground pixels in the current frame are
identified.

The background subtraction method is adaptive to dynam-
ic environments, but it generally does a poor job of extrac-
ting all the relevant pixels. There may be holes inside mov-
ing entities, so the foreground is further processed to fill in
any holes using morphological operations'"'"?'. We use the
ratio of width to height to distinguish vehicles. After that,
each blob is labeled by connected component analysis and
the centroid of a vehicle blob can be described with a feature
vector f containing its coordinates (x, y) and velocity (v,
v,). Compared with the coordinates, velocity is difficult to
acquire. We use (8x,, 8y,) (8x, =x, —x,_, 8y, =y, = y;,_,) to
represent the velocity of the centroid at time i. The move-
ment of vehicle n is represented by set Q,, which is com-
posed of ¢ flow vectors Q, =f,, f,, -...f. f,_\,f,, where f, =
(x;, ¥, 6x,, 8y,) .

Tracking associates every detected vehicle with an exist-
ing track through nearest global matching. A prediction al-
gorithm is used to produce the initial value for the corre-

updated current

updated >

sponding centroid in the next frame. Usually, the Kalman
filter is a good candidate for a prediction algorithm. In our
work, many objects need to be tracked simultaneously, so
there is a high computational cost. In order to decrease the
computational cost, a fast prediction algorithm, the double
exponential smoothing-based prediction algorithm, is select-
ed. The running speed of the double exponential smoothing-
based prediction algorithm is faster than that of the Kalman
and the extended Kalman filter-based predictors'” ™"

Given a cluster centroid vector f, at time ¢, its predictive
value at time ¢ + 7 is calculated by

fo=vfi+ A =-nf-, (2)
7=l + (=S (3)

_ YT o YT ok
fr+1—_[2+1_‘y]fr [1+1_,y]ft—l (4)

where f" smoothes the sequence f, and f* smoothes the se-
quence f,; . The degree of exponential decay is determined
by the parameter y, ye[0,1).

2.2 Traffic flow analysis

The traffic measurement module cares about online flow
analysis such as vehicle counts, driver’s speed and link effi-
ciency. Vehicle counts can be easily accomplished by the
accumulation of new passing vehicles. It describes road con-
gestion situations working with other measurements'”"'.
Driver’ s speed and link efficiency can be used as indicators
of danger because it locates abnormal patterns based on on-
line and historical data"’"*'.

Speed is the estimated velocity of a tracked vehicle con-
verted from the image distance to the actual distance by
manual roadway calibration. By using a database of histori-
cal speed measurements, a model of daily speed patterns can
be constructed to incorporate the traffic speed fluctuations.
With the average daily speed, we define some special vehi-
cles whose speed is abnormal as'"> "

Stopped 0<v<0.15V,,

. 0.15V,,<v<0.6V,, o
Normal 0.6V, ,<v<I1.1V,,
Speeding L1V, <v

where V,, is the average speed at time 7, and v is the esti-
mated vehicle speed. By speed monitoring, first, the sys-
tem can detect congestion and give the upstream section by-
pass warning; secondly, some incidents can be quickly de-
tected from the “stopped” state which means traffic accident
or violated behavior.

Some researchers use flow and speed to show that conges-
tion is not caused by demand exceeding capacity but by in-
efficient road operation during periods of peak demand.
Road efficiency at a given time ¢ can be estimated'"” by tak-
ing into account the changes in flow, i.e.,

flow(?) x speed(r)
flow . xspeed,

max

n(0) = (6)

Nowadays several programs are used to improve the effi-
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ciency, such as the intelligent traffic signal control system
and the bus priority system.

3 Performance Monitoring

Objects in the urban expressway scene do not always
move randomly. Most of the time, they follow specific mo-
tion patterns. Knowledge of motion patterns can be used to
detect anomalous object motions finished by the performance
monitoring module. This module is an upgrade layer com-
pared with a traffic measurement module. In urban express-
way scenes, the unusual actions we focus on include viola-
ted vehicle U-turns, illegal parking on the roadside, extra
fast or slow velocity of the vehicles and congestions. Based
on this, a monitoring center can carry out traffic guidance to
warn the drivers with variable traffic signs.

3.1 Pre-processing of trajectory

Before learning the paths, trajectories are filtered to re-
move tracking noise generated by incorrect tracking due to
occlusion or overlap. So we manually define the entering or
leaving regions corresponding to the true locations where ve-
hicle tracking either begins or ends™ ™.

On the other hand, it should be noted that input trajecto-
ries must be normalized to the same length since trajectory
length depends on the amount of time spent in the camera
field of view, which varies from vehicle to vehicle. We use
a linearity method to resample each trajectory to a fixed
length L, i.e., Q,={f}",.

For two trajectories, we calculate the distance between
the corresponding centroids in each frame. If all the consec-
utive points are within a small radius, i.e.,

d'=J(fi~f)'(fi-f) <&, V1

or if the total distance between tracks is small enough, i.e.,

(7)

L
D=Yd<e =1L, (8)
t=1

two trajectories are merged. The merged trajectory is the
mean of the centroid trajectories. The threshold should be
chosen small enough to ensure that adjacent lanes are not
merged (set g, to 5 pixels in our experiments), which is re-
lated to perspective projection foreshortening.

3.2 Probabilistic path modeling

Vehicle behavior in the urban expressway scene is rela-
tively simple compared with the intersection scene. After
paths merging, we can obtain a lesser scale of trajectories
than those of all of the detected trajectories. However, we
need to know not only where objects are located but also the
manner in which they travel along a given path. Using
HMMs, the spatiotemporal properties of every path are en-
coded™, differentiating not only the locations but also the
dynamics.

Each path is compactly represented as A; = (A, B, sr) and
is designed to have Q states (Q, = {f, }le). The parameters
A and 7r can be manually defined by the inherent structure of
paths

m=e (9)

—a(I-j+1)

Ai/' = {e—u,u—nl)

N (10)
Jj>i

The rows of 77 and A are normalized to be valid probabili-
ties. The transition rates a;<«, are chosen for strong left-
right tendencies. The only unknown parameter is the obser-
vation distribution B, which is dependent on the model
states g, jQ:I' The states are assumed to be Gaussian with
unknown mean and covariance, i. €., q; - N(,ujZ,.). Each
HMM is completely specified after learning the states. The
observations used to train the HMM path models incorporate
the position and velocity O = {x, y, éx, 5y}T.

An HMM is trained for each route by dividing the training
set into N, disjoint sets, i.e., D = Li_)1 D, . The set D, is con-
structed by collecting all the trajectories classified into route
r;. Only those tracks that fit route r, well are retained for
training. The Q states from each of N, HMMs can be effi-
ciently learned using standard methods such as the Baum

Welch method or EM. Finally, the set of original trajecto-
ries ['=T,, ..., T, is divided into K subsets:

={({T, ...,y s {Ti s oes Ty s oo s {T s s Ty 3}

(11)

where M, denotes the number of original trajectories in the
i-th subset''".

3.3 Performance analysis

Given a trajectory, we calculate the probability of T under
all the HMMs and look for the maximum likelihood path.
The observations of trajectory T at time ¢ is o, = {x,, y,, 6x,,
8y,}". The path which best explains the given trajectory T is
assigned as follows:

AT =argmaxP(T | A,) (12)

P(T| A,) can be calculated by the forward-backward pro-
cedure which contains three steps. Consider the forward var-
iable o, (7) as

a,(i) =P(0,0,0,...0,, q,=1i \ A) (13)
1) Initialization
a,(i) =m,b(0)) 1<i<N (14)

where 0, is the observation at time # =1.
2) Induction

N

a1+1(j) =[ zat(i)ai/‘ ]b_/(ofH) 1$I$T_]’1$]$N
i=1
(15)

3) Termination

N
P(O[N) = Y a, (i) (16)
i=1
So, every track is classified into a path. If the probability
A" is less than a threshold 7, the trajectory is treated as ab-
normal. The threshold can be determined during training by
comparing the average likelihood of samples in the training
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set D, with all those outside, i.e., intervals on the same road. Fig. 6 shows the learning results
in which thick lines represent the mean of motion patterns.
Tp :B( Tin - Toul) + Tout (17)
1
T, = > logP(T, | A) (18)
AR

1
Tw="—71~7 logP(T, | A;) (19)
t NT _ ‘D, ‘ ;;7‘ g k ‘
where the sensitivity factor 8 € [0, 1] controls the abnormal-
ity rate. Greater B values cause more trajectories to be con-
sidered anomalous by increasing the threshold.

4 Experimental Results

All the above algorithms are implemented using Visual
C ++6.0 on both the DSP platform™' and the Windows
platform. In the following, multi-vehicle tracking results
are first introduced. Then, trajectory building is shown. Fi-
nally, the results of anomaly detection are demonstrated.

The multi-target tracking algorithm can resolve the target
losing problem of dark color vehicles. Those vehicles of
heavy blue and dark red look similar to the road in gray lev-
el shown in Fig. 3 and Fig. 4. The algorithm efficient to oc-
clusion shown in Fig. 5.

In this part, we give the trajectory graph in different time

Fig.6 Trajectories in different time

With the average daily speed, we outline some special ve-
hicles whose speed is abnormal as shown in Fig.7. Besides
speed information, we can use trajectory analysis to detect
abnormal speed. In Fig.8, we capture an illegal U-turn ac-
tion. However, anomalies do not always occur in real world
scenes, so it is necessary to use the indoor model to test our
anomaly detection approach.

Fig.3 Continuous tracking of white vehicles in different frames.
(a) Frame 248; (b) Frame 265; (c) Frame 278; (d)Frame 291

(a)

Fig.7 Cars with abnormal speed. (a) Car with normal speed;
(b) Car coming to stop on the roadside

Fig.8 Illegal U-turn

. . e 5 Conclusion
Fig.4 Continuous tracking of dark vehicles in different frames.

(a) Frame 429; (b) Frame 438; (c) Frame 447; (d) Frame 459 In this paper, a video-based surveillance system is devel-
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oped for real-time urban expressway flow detection and per-
formance monitoring. The traffic flow measurement unit
solves the computational cost problem in real-time systems
and is efficient in some occlusion situations. The present ve-
hicle motion patterns learning module uses normal scene
motions to build probabilistic models that encode the spatio-
temporal nature of activities presented in the tracking data.
Based on these statistical models, the proposed algorithm
completes abnormal trajectory detection such as low speed
driving, illegal stopping and turning in real scenes.
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