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Abstract: Based on Gaussian mixture models( GMM), speed,
flow and occupancy are used together in the cluster analysis of
traffic flow data. Compared with other clustering and sorting
techniques, as a structural model, the GMM is suitable for
various kinds of traffic flow parameters. Gap statistics and
domain knowledge of traffic flow are used to determine a proper
number of clusters. The expectation-maximization ( E-M)
algorithm is used to estimate parameters of the GMM model.
The clustered traffic flow patterns are then analyzed statistically
and utilized for designing maximum likelihood classifiers for
grouping real-time traffic flow data when new observations
become available. Clustering analysis and pattern recognition
can also be used to cluster and classify dynamic traffic flow
patterns for freeway on-ramp and off-ramp weaving sections as
well as for other facilities or things involving the concept of
level of service, such as airports, parking lots, intersections,
interrupted-flow pedestrian facilities, etc.
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n important contribution of the highway capacity man-
A ual (HCM) has been made to the introduction of the
concept of level of service (LOS)'"". The definition and in-
terpretation of LOS are elicited and revised over the years.
The latest HCM classifies freeway LOS into six categories,
from letters “A” to “F”, with “A” representing the best op-
erating condition and “F” the worst'"'. LOS analyses are
most useful in the evaluation of facilities that do not exist,
and for which no data are available. They are critical in the
analysis of alternatives that only exist in concept, where the
results of these analyses allow decision makers to compare
the relative benefits of potential investments.

Hall et al. " pointed out that although different LOS for
freeways can be interpreted in terms of driver perception.
Very few studies have sought drivers’ views about what is
important to them. When drivers travel on a segment of
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roadway, it is the real-time traffic flow state that matters the
most to their perception and comfort. The assessment of the
real-time traffic flow states is not only valuable to drivers,
but also of paramount importance to traffic operations and
management"” ' . Freeway systems in urban areas involve a
complex collection of facilities, management and operating
strategies. The use of performance measures in many trans-
portation planning and decision-making processes of public
agencies has increased significantly. Traffic flow states can
be used as a natural performance measure of highway traffic
operation.

Public agencies are concerned with preserving the mobili-
ty, improving the safety, enhancing the reliability, and
meeting the public’ s expectations for efficient travel. There
is a great need to develop a descriptive philosophy-based
traffic operation measure that is effective for classifying real-
time traffic flow states, and at the same time, to be differ-
ent from the current scheme of prescriptive philosophy based
LOS. Chasey et al. "’ suggested using a comprehensive lev-
el of service to measure the performance of civil infrastruc-
ture systems. Hua et al."""'" adopted artificial neural net-
works for classifying traffic flow states. While these studies
demonstrate the significance of assessing real-time traffic
conditions, many of them use HCM as a basis for super-
vised learning. Recently, Kikuchi and Chakroborty'”
adopted the fuzzy set theory to evaluate traffic flow states.

The motivations of this paper are twofold. First, we pro-
pose to use data mining and pattern recognition to conduct
real-time classification of traffic flow states. The purpose of
real-time classification of traffic flow states is to provide
drivers and traffic management an effective performance
measure to timely and comprehensively assess roadway traf-
fic operation conditions. Data mining and pattern recogni-
tion are data driven learning technologies that can help in
analyzing inherent patterns of data'”™'*'. The application of
these technologies to traffic flows has great potential and in-
volves many challenges'” . The wide deployment of the in-
telligent transportation systems (ITS) has made large traffic
datasets from field measurements available. This tremendous
amount of actual observations provides a basis for this kind
of analysis to be representative. Secondly, LOS for many
other facilities such as toll plazas, parking lot and airports
has not yet been defined explicitly. Several studies have at-
tempted to use various approaches for defining LOS for
these facilities with limited success'""”". The proposed data
mining and pattern recognition based approaches offer dif-
ferent alternatives for achieving this purpose, which have
been used successfully in developing multi-regime traffic
stream models'"'.
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1 Methodologies

Common unsupervised learning techniques include cluster
analysis, self-organizing and association rules, which lead
to concept generalization and knowledge discovery. Cluster
analysis deals with data labelling without training sam-
ples'”?". Data with similar properties are grouped into the
same cluster. Hastie et al. """ *? applied the K-means algo-
rithm of cluster analysis to multi-regime traffic stream mod-
eling. Classification belongs to supervised learning tech-
niques, dealing with data labelling with training samples.
Supervised methods can be symbolically based, statistically
based or neural networks.

The concept of level of service based on descriptive phi-
losophy'"™ was used as a performance measure of traffic op-
erations. Methods based on objective quantification need to
be established in order to classify states of real-time traffic.
In this paper, we utilize cluster analysis and classification
for such a purpose. Fig. 1 presents a schematic flowchart for
establishing classifiers for classifying real-time traffic flow
states. The procedure proceeds as follows. First, cluster
analysis (left box in Fig. 1) is used to segment massive mul-
tivariate traffic data collected from the field into a number of
clusters. Each cluster will be labeled uniquely and analyzed
statistically. Such information is then used to build a classi-
fier, capable of classifying unseen traffic data into different
clusters (right box in Fig. 1).

Data preprocessingl |Sample selection| |Data standardizationl

i i

Estimation of Compute probabilities
prior probability belonging to each cluster

1 1

Estimation of Select the cluster with
conditional probability maximum probability

i

Classification

Establishment of
classifiers

Fig.1 Procedure for establishing classifiers for classifying real-
time traffic flow states

2 Gaussian Mixture Model

This paper uses the Gaussian mixture model for traffic
flow clustering analysis. The GMM assumes that traffic
flow characteristics are sampled from a mixed Gaussian den-
sity. Each component of this mixed density is a multivariate
Gaussian distribution. Suppose that x are samples obtained
by choosing a state of nature w, with probability P(w,) and
then selecting x according to the probability law p(x | w,,
0.). Here P(w,), c=1,2, ..., C are unknown prior proba-
bilities for each class. Thus, the probability density function
for sample x is given by

p(x]O) = Zp(x\w(, 0)P(w,) (1)

where 0 = {0,, ..., 0.}". The goal of clustering analysis is

to use samples drawn from this mixture density to estimate
the unknown parameter vector . Once @ is known, the
mixture can be decomposed into its components P(x | w.,
6.), and a maximum posterior classifier be used on the de-
rived densities'" "'

Suppose that a set D = {x,, ..., x, } of N unclassified sam-
ples of traffic data is drawn independently from a mixture
density specified in Eq. (1), in which parameter vector @ is
fixed but unknown, and x is the vector formed by density
and speed. By definition, the likelihood of the samples is
the joint density.

p(Dlo) = []r(x, 10 (2)

Let / be the logarithm of the likelihood. The unknown pa-
rameter vector @ and unknown prior probabilities u . can be
estimated from maximizing the log-likelihood function under
constraints

N
max [ = Y Inp(x,|0) (3)
n=1

C

s. t. ZP(wn) =1

c=1

Let 6. be the maximum likelihood estimate for @, and
i’(a)(:) be the maximum likelihood estimate for P(w,). If

the likelihood function is differentiable and if i’( w,) #0 for
all ¢, then the above optimization problem leads to the re-

quirement that @, and P(w,) must satisfy'"

Plo) = 3 X Mo lx.0) (4)

N
Plo,
1

n=

x,.0) V,Inp(x,lo.0,) =0 (5)

where V,, is the gradient with respect to 4, and

A p(xn wc’é(r)ﬁ)(w(:)
x,0) = (6)

S p(x, o, 0,)P(o,)
c=1

Eq. (4) states that the maximum likelihood estimate of
the probability of a category is the average over the entire
data set of the estimate derived from each sample where
each sample is weighted equally.

Assume that the component densities of traffic data are
multivariate normal, then P(x |w,, 8.) ~N(u.,3.), and
M., S, and P(w,) are all unknown. Because only half of
the off-diagonal elements of 3, are independent, the term
Inp(x,|w,,8.) in Eq. (6) becomes

P,

172
} —

Inp(x,,0) =In{(2m) |3
%(xn -p) '3 (x, —p) (7)

where d is the dimension of the dataset. The implementation
of the above maximum likelihood estimation is via the
expectation-maximization (E-M) algorithm"" >

Step 1 Initialization: Start with initial guesses for the
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parameters @ and i’(wc);
Step 2 Expectation:
( memberships),

Compute the responsibilities

~

Plo,

xn’é) =
Et'_l ‘_I/zexp[ _%(xn _ﬁc)Tzc_l(xn _ﬁc)]ﬁ(w‘)

c

X137 exp| - Sk, —) 5 (%, -~ [Pw)

j=1

Step 3 Maximization: Compute the weighted means and
covariance,

]S(a)p) = X, é)

N
S Plo,
n=1

==

N

I’\’(wC \x”, é)x”
A 1

MC =

P(w, |x,, )

M =

n=

N
ZP(wr‘xn’é)(xn _ﬁz‘)(xn _ﬂ()T
SC — n=1

N ~ A
Y P(w,|x,.0)
n=1

Step 4 Iterate steps 2 and 3 until convergence.

3 Traffic Datasets and Data Preprocessing

Actual traffic data on July 2, 2001 are collected from
TransGuide program (2006), the Advanced Traffic Man-
agement System (ATMS) ™ at San Antonio, Texas. Trans-
Guide records speed, volume and occupancy from all road-
way lanes at 20-second intervals using loop detectors and
video cameras. The traffic data of a whole day is obtained
from the second most left lane of basic sections of three

roadways: I-10 east bound ( sensor ID: L2-0010E-
562.581), US-281 north bound ( sensor ID: L2-0281N-
143.895), and Loop-1604 west bound ( sensor ID: L2-

1604W-034.326). Each roadway contains 4 320 records
during a single day and these sensors are located in basic
sections rather than weaving sections of roadway. Before the
collected traffic data are used for this study, data quality
control and preprocessing are conducted to ensure data integ-
rity and correctness. Some of the records show zero speed
and some show null vehicle presence. These data are re-
moved from the datasets, which consist of 24. 6% of the
entire dataset. Eventually, available records for investiga-
tion in this study are 3 258 for each dataset, respectively.

Unlike the existing LOS scheme where only one charac-
teristic (e. g., density) is used to classify traffic flow, in
this paper we use flow, speed and occupancy together as a
comprehensive characteristic. In other words, every data
point is a three-dimensional observation. The reason we
choose occupancy rather than density as a feature is because
the former can be more easily obtained from spot sensors
(loop detector, video camera, etc.).

Since speed, volume and occupancy possess different
units, standardization is needed to make the data dimension-
less. In this study the following formula is used for stand-
ardization.

X iginal — Xaver i

x = = S with x = (speed, volume, occupancy)
xsld

(8)

where X > X e a0d X, represent original, average and

standard deviation of speed, volume and occupancy, respec-
tively. Eq. (8) can also be used to convert a standardized
traffic characteristic back into its original counterpart. The
Gap statistic is defined as'™’

Gap,(K) = E, [log(W)] - log(Wy) (9)

where E denotes expectation under a sample of size n from
the reference distribution. A good estimate K~ will be the
value maximizing Gap, (K)'"*'. Since the estimate (9) is
very general, it can be applicable to any clustering method.
Computation of the gap statistic proceeds as follows"™ :

1) Cluster the observed data, varying the total number of
clusters from K=1,2, ...,8, and giving dissimilarity meas-
ures W, K=1,2,...,8.

2) Generate each reference feature uniformly over the
range of the observed values for a given feature.

3) Generate B reference datasets using the uniform pre-
scription described in step 2. Cluster each one giving within
cluster dissimilarity measures W,,, b=1,2,...,B; K=1,2,
..., 8. Compute the estimated Gap statistic:

Gap,(K) = 5 T log(Wy) = log(Wy)  (10)

Let] = % 2 log(W,,), compute the standard deviation sd,
b

1 . 12 i
= [EX/‘ log(Wg) - l] , and define s, = sd, E

Finally, choose the number of clusters via

K =K,,, such that Gap(K) =Gap(K +1) —s,,, (11)

min

Fig.2 shows the Gap statistic against the number of clus-
ters using GMM clustering for three standardized traffic
datasets. From Fig. 2, it can be observed that the first local
peak in the Gap statistic occurs at K =3 for all the three
roadways, except that the peak for Loop-1604 is not so
sharp. So it is plausible that the number of clusters be set to
three. Detailed cluster analysis is given in the next section.
One may also use a different number of patterns to classify
traffic flow. For instance, the HCM sets up six LOSs for
basic sections of the freeway ( HCM 2001). Generally
speaking, a large number of clusters provides more degrees
of freedom to describe detailed traffic patterns, at a price of
increased model complexity. It is our belief that the right
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Fig.2 Gap statistic as a function of number of clusters
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number of clusters should be appropriately determined using
clustering analysis results, domain knowledge and how the
clustered patterns are to be used.

4 Cluster Analysis

In what follows, speed, flow and occupancy correspond-
ing to mean values of clusters are abbreviated as average
speed, average flow and average occupancy. Clusters are
labeled 1, 2, and 3 in ascending order of the average occu-
pancy of each cluster. Fig. 3 plots clustered flow-speed,
flow-occupancy and speed-occupancy for roadways I-10,

US-281 and Loop-1604, respectively, in which mean values
of each cluster are highlighted using “hollow squares”. It
can be seen that three clusters are reasonably well distin-
guished in these figures. Fig.4 gives the coefficient of vari-
ation (CoV) of the average (speed, flow and occupancy)
for each cluster. For all three highways, the CoVs of aver-
age speed are always less than those of average flow and av-
erage occupancy. In addition, the CoVs of average speed
for cluster 3 (congestion) are always greater than those of
average speed for cluster 1 and cluster 2.
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Fig.4 Coefficients of variation of three cluster centers for three roadways. (a) Cluster 1;(b) Cluster 2; (c) Cluster 3

5 Classifier Design

It is evident that the previous GMM based cluster analysis
can be used for identifying features associated with different
traffic flow patterns. In addition, the result of the clustered
traffic observation after clustering can be also used as a basis

for constructing automatic classifiers. The designed classifi-
er can assess real-time highway traffic operations conditions
off-line or on-line into different classes ( clusters), once
new observations of traffic data becomes available. Such
classification information can be informative to the traveling
public or traffic operations and management teams. Classifi-
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cation belongs to supervised learning and a number of meth-
ods are available in the literature of pattern recognition and
machine learning, such as the k-nearest neighbor method,
linear discriminant analysis, artificial neural network, and
support vector machine. To be consistent with the clustering
method used in the previous section, here we design a clas-
sifier that is still based on the GMM.

Several pieces of information are needed to implement the
classifier, including the prior probability and conditional
probability estimation. The estimation of the prior probabili-
ties can be obtained from the clustering analysis using

Pla) = 35 (12)

where P(w);) is the prior probability and z, =1 if the natural
state for the k-th sample is w; and z, =0 otherwise. The
conditional probability density function corresponding to
each category can be obtained from

1 T -1
CXP[ ‘7(" -p) 3 (x —M)]
(13)

_ 1
p(x‘w,‘) = (211_)(1/2 ‘2‘1/2

where x is a d-component column vector (here d =3); u is
the d-component mean vector; 3 is the d-by-d covariance
matrix; || and 3 ' are the determinant and inverse of the
covariance matrix, respectively; (x —u) " is the transpose of
x —p and w, the j-th category. Since the clustered data are
now available, u and 3 are respectively computed using the
maximum likelihood estimation

p= Y, (14)
Fe S e -’ (19)

The clustered traffic data become a training data set for
developing a classified maximum likelihood. The posterior
probability can be determined using Bayes’ formula

P(a)‘x) - p(x‘wj)P(w/)

16
j p(x) (16)

where P(w; | x) is the posterior probability and p(x) is giv-

en by p(x) = Zp(x \ w;) P(w;). The new observation is
j=1
classified into the cluster that gives the greatest probability.

6 Conclusion

We use three traffic flow characteristics (speed, flow and
occupancy) for clustering and classification of traffic flow
patterns. The proper number of clusters, which is three in
this paper, is determined based on the Gap statistic and the
domain knowledge of the traffic flow.

Cluster analysis provides an ideal tool for identifying sim-
ilarity and partitioning traffic data into different numbers of
clusters. The proposed GMM model for real-time traffic
flow clustering and classification has a number of advanta-
ges. It allows multiple variables to simultaneously enter the
clustering and classification process, promising to have a

comprehensive evaluation of patterns of traffic flow. No ar-
tificial thresholds need to be specified in advance to divide
different patterns. Rather, each pattern is recognized and
described after clustering analysis. The proposed GMM is
data driven and adaptive, and provides a great flexibility to
accommodate actual environments of highway traffic opera-
tions. The advocated approach gives rise to a mechanism for
determining a proper number of clusters by iteratively run-
ning clustering analysis for an increased number of clusters
and comparing the Gap statistic. Finally, traffic data sets
used in this paper are collected from basic sections of free-
ways.
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