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Abstract: The delay-dependent absolute stability for a class of
Lurie systems with interval time-varying delay is studied. By
employing an augmented Lyapunov functional and combining a
free-weighting matrix approach and the reciprocal convex
technique, an improved stability condition is derived in terms of
linear matrix inequalities ( LMIs). By retaining some useful
terms that are usually ignored in the derivative of the Lyapunov
function, the proposed sufficient condition depends not only on
the lower and upper bounds of both the delay and its derivative,
but it also depends on their differences, which has wider
application fields than those of present results. Moreover, a new
type of equality expression is developed to handle the sector
bounds of the nonlinear function, which achieves fewer LMIs in
the derived condition, compared with those based on the convex
representation. Therefore, the proposed method is less
conservative than the existing ones. Simulation examples are
given to demonstrate the validity of the approach.
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ecently, there has been increasing interest in research
Ron delay-dependent absolute stability conditions for Lu-
rie systems with both constant delay'' and time-varying
one'”. Yet, these references assumed the lower bound of
time-delay to be zero. As we know, the lower bound of
time delay is always greater than O in practical cases, which
can be viewed as the case of interval time delay”™. In or-
der to effectively reduce the conservatism of derived results,
some novel methods have been proposed”™ . In Ref. [5], a
new stability criterion has been provided by choosing an
augmented Lyapunov functional and estimating a tighter up-
per bound of its derivative. Its basic idea is to employ the
convex combination technique based on the Jensen inequali-
ty lemma'”’. Though the convex combination technique has
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been verified to be efficient in many cases, it still needs
some improvements. Later, Ref. [6] has introduced one
lower bound lemma and it can tackle the stability of delay
systems more efficiently than the one in Ref. [5]. Mean-
while, it has come to our attention that those above works
have not considered the information on the lower bound of
the delay derivative as it is available, which remains impor-
tant and challenging.

Inspired by the above discussions, we make some great
attempts to investigate the absolute stability for the Lurie
system with interval time-varying delay. Through applying
one lower bound lemma for the linear combination and
choosing an improved Lyapunov functional, one less con-
servative delay-dependent condition is presented in terms of
LMIs.

1 Problem Formulations and Preliminaries

Consider the system with interval time-varying delay and
sector-bounded nonlinearity described by

£(1) = Ax(1) +Bx(1 - h(1)) +Ef(z(1))
() = Cx(1) } ()
X1 =) tel-h,0l

where x(7) e R" is the state; z(#) € R" is the output; ¢(?) is
the continuous vector-valued initial function; A, B, C, E are
constant matrices with appropriate dimensions; 2(¢t) denotes
an interval time-varying delay satisfying

hy < h(t) < h,o p, < h(t)p, (2)

The nonlinear function f(z(#)) = [f,(z,(8)), -,
S, (2, (1)) 1" with f,(+) satisfying f,(0) =0 and

az <zf(z) <bz Vz, #0, forj =1,2,--,m

(3)

where a;, b, are lower and upper sector bounds. Further-
more, comparing with the convex representation of sector
bounds on f;( - ) in Ref. [8] and based on (3), we devel-
op a new type of equality constraint as follows

[(z,(1) = (A +¢4)) z,(1) (4)

where A, = (a;, + b,)/2, A, = (b, —a,)/2, & =
(f(z,(1)) — Az, (1))/(Az;(1)). Now, let z;(r) =
¢;x,(1),A =diagi{A,,....,A,|, A =diag{A,,...,A,|, 3
= diagie,, e, |, where ch e R" is the j-th row vector of
C. Then the nonlinearity f(z(¢)) can be rewritten as
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f(z(1)) = (A +3A4)Cx(1) (5)

Since —1<g¢;<1, the parameter 3 satisfies

yy<lI (6)
Let the functions f, (¢),--, fy(t): R"—
R have the positive values in an open subset D of R" and
satisfy Lf1 (t) + -+ LfN(t); D—R with o, >0 and
Q, Ay

N

Za,. = 1. Then

i=

Lemma 1"

PP AOED WADED WO

0
g.,;(1)

=

=

g:.,;(t) ]

Vgi,j(l):Rm;}R’ gi,j(t) =gj’i(t>’ [ f(t)

2 Main Results

In this section, by utilizing a novel augmented Lyapunov
functional and the most improved techniques "“*°' | we pro-
vide the following theorem. For simplicity, let w,, =w, —u,
and h, =h, - h,.

Theorem 1 For given scalars i, ,h, ,u, ,u,, system (1)
is absolutely stable if there exist n x n positive definite ma-
trices P,Q,,T,(i=1,2),R,(j=1,2,3), scalar § >0 and
any matrices U,S,N,,N, such that

[R2 U];o, [R3 S];o (7)
* R, * R,
@, +8C"(A)’C R, U" D, [ N,
* ®, S R, - 5" 0 0
* ® @y b, 0 0 <0
* * x Dy +u,T,; B'YE 0
* * * * D N,
* * * * * -8
j=1,2 (8)

where

2
@, =PA +A"P +A"YA + Y (Q, -R,) +NAC +C'AN]
i=1
@, =PB +A"YB -U" +R,

@, = PE +A"YE - N, +C'AN,
@D, =T, -0, -R, -R,

3

b, =-0, -T, _ZR,‘

i=2

3
@&, =YR -U-S
=2

3
@, =- (1 -u)T, +(1 ~u,)T, +B'YB =23 R, +

U+U" +S+8"
&, =E'YE -N, -N,

in which Y = hiR, + iR, + h},R,.
Proof Choose a Lyapunov functional candidate as fol-
lows;

V(x(1)) =x"(£)Px(t) +f

x"(5)Q,x(s)ds +

h

f_le(s)sz(s)ds +j

t=h(1)
,[./1:

0 .t =h At
[ %" (5)R,%(s5)dsdd + f j B, () R,%(s)dsdo
h, I+ —h,Jt1+6

(9)

where x, =x(t+60), 8 € [ —h,,0]. Then, taking the dif-
ferential of V(x,) yields

x"(s)T,x(s)ds +
1)

h

x"(s)T,x(s)ds +J0 f hx" (s)R,%(s)dsdo +

Vix,) =2x"(0)Px(t) +x"(1)(Q, +Q,)x(1) —
x'(t=h)(Q -T)x(t —h) -
x"(t =h,)(Q, +T,)x(t —h,) -
(1 =h())x"(t =h(t))T,x(t —h(1)) +
(1 =h())x"(t =h(t))Tx(t —h(1)) +

() YD) —f hx" (5)R,%(s)ds —

f 7 (5)R,%(s) ds —J'I_hhlzx'l'(s)RBJé(s)ds
1 1 (10)

Furthermore, letting a; = (h, — h(t))/h,,B8, =h(t)/h,
and according to the Jensen inequality lemma 7' and Lemma
1 we have

-f B2 (s)RE(s)ds <
_[x(t) _x(t _hl)JTR][x(t) _x(t _h|>J
(11)

[ hsz(s>R2x(s>ds<—ai[x(;—hu)) -

x(t —h) "R [x(t —h(t)) —x(t —h,)] -

Bi[x(t) —x(t =h(1))]"R,[x(1) —=x(1 =h(1))] <
_[x(t—h(t)) —x(z—hz)]T[R2 U]X
x(t) =x(t =h(1)) U' R,

[x(t_h(t))_x(t_h2) (12)
x(t) —x(t =h(r))
Similarly,

_ f_h‘h,zx"(s)&x(s)ds <
_[‘x(t—hm)—x(z—h2>]T[R3 S]x
x(t—h) —x(t —h(t))] LS" R,

x(t —h(t)) —x(t —h,)
[x(t—h,) —x(t =h(1)) (13)

On the other hand, using the uncertainty of f(z(7)) in
Eq. (5), the following equation is true:

0 =2[Njx () +Nof(z(1)) ][ =f(z(1)) +
(A +34)Cx(1) ]

Then, let y () =col{x(z),x(t-h,),x(t-h,),x(t-
h(t)),f(z(t)}. Therefore, combining (10) to (14),
along the trajectories of system (1), it is straightforward to
show that

(14)
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Vix) <x"()[ @+ (h(t) —p,)ETE" + (u, -
h(t))ET,5 +M3SN' + NSM" |y (1) = x" (1) Ix(1)

(15)
where
¢ll Rl UT ¢14 ¢I5
x &, S R,-§" 0
¢: * * ¢33 ¢34 0
I &, B'YE
* % * * E'YE
N 0 0 0 0 AC 0 0 0 07"
) 0 00 0 0 0O 0 0 0 O
M=|0 00 0 0,N={0 00 00
0O 0 0 0 O 0O 0 0 0 O
N, 00 0 O 0O 0 0 0 O

S

ZE=[0 0 0 I 0]",3 =diag{¥,0,0,0,0!

It can be seen from (15) that I'<O0 is the sufficient con-
dition to ensure that V(x,) <0 for y(t) %0, which implies
the asymptotic stability of system (1). Note that 3 satisfies
(6 ), therefore combining the convex combination
technique”™'” | we can deduce that I"<0 is equivalent to the
following inequality for § >0

'’ =@ +5(u,T)5E" +6"'MM" +5NN" <0
(16)

where

M=[N" 0 0 0 N']"
N=[AC 0 0 0 0]"

Finally, by Schur’s complement, I"” <0 can be guaran-
teed by (8), and it completes the proof.

Remark 1 Theorem 1 can be applied to the case that
takes into account the lower and upper bounds of delay and
its derivative. On the other hand, if we denote T, =0 (re-
spectively, T, =0) in V(x,), our results can be true when
only u, (respectively,u, ) is available. Furthermore, when
u;(i=1,2) are unknown, or i (t) is not differentiable,
Theorem 1 still holds by denoting T, =0(i =1,2). Moreo-
ver, the number of matrix variables in Theorem 1 is much
smaller than present ones, which can save much computa-
tion cost.

3 Numerical Example

Example 1 When h(t) =h, consider system (1) with

o ool B[ JE=[ 03]
C=[0.6 0.8],a,=0,b =0.5

|

where w,(i=1,2) are unknown. Then by utilizing Theorem
1 and Remark 1, the maximum upper bounds on delay
(MUBDs) h, are shown in Tab. 1. It is easy to see that our
results provide less conservatism than the ones in Refs. [ 1,
3].

Example 2 Consider the Lurie system (1)-(4) with the
following parameters :

A=l oy Sl E=[ Ty CUi)E=[o03)
C=[0.6 0.8],a,=0.2,b, =0.5

By applying Theorem 1, we can derive the MUBDs £,
with given lower bound #, and u, =0.9, which are listed in
Tab.2. It can be seen that the available lower bound of the
delay derivative plays an important role in reducing the con-
servatism.

Tab.1 MUBDs for various ks, in Example 1

Methods il
0 0.2 0.5 0.8 1
Ref. [ 1] 2.449 8
Ref. [3] 1.2113  1.2460 1.3131 1.4039 1.4805
Our results 4.8451 4.8451 4.8451 4.8451 4.8451
Tab.2 MUBDs for u, =0.9 in Example 2
By My Unknown
0.8 0.7 0.6 0.5 0 2
0.2 1.4515 1.4338 1.4299 1.4299 1.4299 1.3917
0.5 1.5929 1.5359 1.5145 1.5104 1.5104 1.4128
1 2.0718 1.9525 1.8393 1.7264 1.5446 1.4446

4 Conclusion

In this paper, by constructing a novel augmented Lya-
punov functional which contains much more information of
the delay than previous ones, a new stability criterion with
significantly reduced conservatism is derived in terms of
LMIs. Two numerical examples are given to demonstrate
the effectiveness of the presented criterion and their im-
provements over the existent methods. Finally, it should be
worth noting that the idea and the method presented in this
paper are widely applicable in many cases.
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