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Abstract: In order to improve the performance of voice
conversion, the fundamental frequency ( FO) transformation
methods are investigated, and an efficient FO transformation
algorithm is proposed. First,
transformation methods, the relationships between FOs and
spectral parameters are explored. In each component of the
Gaussian mixture model (GMM), the FOs are predicted from
the converted spectral parameters using the support vector

unlike the traditional linear

regression (SVR) method. Then, in order to reduce the over-
smoothing caused by the statistical average of the GMM, a
mixed transformation method combining SVR with the
traditional mean-variance linear ( MVL )
presented. Meanwhile, the adaptive median filter, prevalent in
is adopted to solve the discontinuity
problem caused by the frame-wise transformation. Objective
and subjective experiments are carried out to evaluate the

conversion is

image processing,

performance of the proposed method. The results demonstrate
that the proposed method outperforms the traditional FO
transformation methods in terms of the similarity and the
quality.
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oice conversion is a technique converting the
V speech spoken by a source speaker so that it sounds
as if it was spoken by a target speaker. It has many prac-
tical applications, such as flexible text-to-speech synthe-
sis, identity disguise, help to speech-impaired people,
and low bit rate communication, etc.

As it is known to all, the speech signal can be consid-
ered a consequence of many factors, among which, spec-
tral characteristics, prosodic features, and speaking styles
contribute greatly to the speaker individuality. In the past
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decades, many efforts have been made for the transforma-
tion of the spectral parameters, and great progresses have
been made. From the state-of-the-art references, the
Gaussian mixture model (GMM) method" ™ has proved
to be the most prevalent and well-known, and it is chosen
for the spectral transformation in this paper. Meanwhile,
the studies on prosody transformation are few. However,
prosodic features, especially, the FOs are also key factors
in the manifestation of the speaker individuality.

The context of the paper is focused on the transforma-
tion of FOs. There are two kinds of mainstream FO trans-
formation approaches'. One is the linear transformation
on a frame-by-frame basis, including the mean-variance
linear (MVL) method, the N-th order polynomial meth-
od, and the GMM method. The other is the transforma-
tion of the whole FO contours using the codebook meth-
ods, which attempts to impart the entire contours onto the
source speech from the target references. Although the
latter one can show better performance in most cases, it is
very difficult to perform as it greatly depends on lexical
and paralinguistic factors''. So the first method is inves-
tigated and improved.

In this paper, a novel FO transformation method is pro-
posed. Being different from the traditional conversion
methods, the FOs are predicted from the converted spec-
tral parameters using the SVR method in each component
of the GMM.
mixed FO prediction and MVL method is also presented.
Meanwhile, the conversion is carried out on a frame-by-
frame basis, ignoring the correlations between the adja-

In order to reduce over-smoothing, a

cent frames, and it will cause the discontinuities in the
converted FOs. So an adaptive median filter is adopted to
reduce this problem. Finally, experiments are carried out
to confirm the efficiency of the proposed approach.

1 Spectral Conversion

The GMM method" is chosen for the spectral conver-
~7xT} and y= {ywyzv -..,yr} de-
note the sequences of the spectral parameters of the source
speaker and the target speaker, respectively, where x; and

sion. Let x ={x,x,, ..

y, are d-dimensional vectors, and 7 is the number of
frames. The dynamic time warping (DTW) technique is
employed to align the spectral parameters of the source
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speaker to the counterparts of the target one. The distri-

bution of [j] is described by a GMM as
- x
P(x’_)’) = ZamN( [y]’ﬂm’zm) (l)
m=1

where «,, is the prior probability of [;] belonging to the

M

m-th component, and it satisfies z a, =1.m,and 3

m=1

are the mean and covariance matrices, respectively. The

unknown parameters («,,pm,.>,) can be estimated by

the expectation maximization (EM) algorithm, and u,,
and 3 are divided into blocks corresponding to the com-

ponents of the source and target speakers, which take the

forms as
DD 4
, 3, = [ ] (2)
b

X
Mo
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M
The transformation between x and y is given by

y

§ =BG 0 = Xpom [0 [u + 0 -]
m=1 Zm
(3)

a,N(x, ‘;I,Efj)
p(m|x) = — £ (4)

2 aNCx,pp, 37
k=1

where p(m | x) is the conditional probability of x belong-
ing to the m-th component.

2 FO0 Transformation

2.1 Baseline method

One simple and popular FO transformation method is
the mean-variance linear (MVL) conversion”' . Let f, and
f, denote the FOs of the source and target speakers, re-
spectively. The underlying assumption of this approach is
that f, and f, belong to a GMM, and the conversion func-
tion takes the form as

2 o,
frww =4 +(7X(f; —m) (3)

where u, and u, are the means; o, and o, are the standard
deviations of f, and f,, respectively. In this method, the
global means and ranges of the FOs are converted, while
preserving the shapes of the FO contours of the source
speaker. Another approach is based on the GMM'. The
FOs of the source and target speakers are modeled in a
GMM, and the transformation function has a similar form
as shown in Eq. (3).

2.2 Proposed transformation method
2.2.1 FO0 prediction using SVR

In the previous section, the linear FO transformation
methods are introduced, which have been proved to
achieve satisfactory results. But there is still much room
for improvement. Ref. [5] proves that there exist some
relationships between the FOs and the spectral trajectory.
In this paper, a novel FO transformation method is pro-
posed. Unlike the traditional methods, the FOs are pre-
dicted from the converted spectral parameters.

In the training phase, we assume that the FOs and the
spectral parameters of the target speaker are correlated by
the support vector regression (SVR) method "', Given
the training set {(y,,f,), (3,,£,)» ---» (¥s. f,) }, the re-
gression function can be given by

F.(y) =F(y) =(w,y) +b (6)

Ysvr

Introducing the slack variables £, and ¢, , Eq. (6) can
be resolved by

11 . d
min[ 2wt +CY (6460 (D)
i=1
f\ - <w’yi> -b < e +¢
st {wy) +b—f <& +§&
£.60 =0
where C >0 is a constant, and ¢ is a penalty variable.

Utilizing the Lagrange function and the dual form, we
can obtain the dual optimization problem as

max[ =33 (o= =) ) -

Q=1

EZ(O“'“LQ"*) +Zf,,(a,r—a,-*) (8)
s. t. ‘T (a; —a;) =0
a;,a] € [0,C]

The unknown parameters w and b can be computed,
and the regression function is modified as

F(yi) = Zl‘(ai* _ai>K(yi’y) +b (9)

where K(y,,y) is a kernel function, and the common and
popular radial basis function ( RBF) is adopted as the
kernel function, which takes the form as

” Y _yj ” 2)

207 (0

K(y;.y;) = eXp( -

As it is well-known to all, it is unlikely to use one sin-
gle transformation for all the data. So the SVR method is
combined with the GMM, and multiple local regressions
are made to overcome this problem. Similar to the spec-
tral conversion methods, the predicted value of f")_wis cal-
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culated by a weighted sum of local f‘\,'m, which is given
by

M
Frw = X Bufim (11)
m=1
In each component of the GMM, the local values of
FOs f

y,m

are predicted from the local spectral parameters of
the converted speech, and the value of B, is equal to
p(m | x) (the formula of which is shown by Eq. (4) ).
2.2.2 Combining F0 prediction and MVL methods

One of the main problems of the proposed method is
the over-smoothing caused by the statistical average of the
GMM. In order to solve this problem, a hybrid solution
is proposed. Specifically, we combine the FO prediction
with the MVL conversion method, and the FO values of
the converted speech can be seen as a weighted sum of FO
values obtained from the two methods,

fy =)\f_\‘ +(1 _/\>f,vm

SVR

(12)

where A is a weighting coefficient, and 0 <A <1. The
objective evaluation method provided in section 3.2 is
employed to determine the optimal value.

2.3 Post-processing by adaptive median filter

Currently, the FO transformation is carried out on a
frame-by-frame basis, which ignores the relationships be-
tween the neighboring frames, and it will introduce the
discontinuities in the converted FOs. In order to solve this
problem, the delta values of the FOs are considered .
An RAMF ( ranked-order based adaptive median filter)
technique previously applied to image processing is em-
ployed in this paper'®’. Unlike the median filter, the
RAMF can effectively remove the unrepresentative FO
values, while keeping the detailed information. Assuming
that W is a rectangular filtering window, f, is the value
of a current point, and f,, , f.. and f,. are the mini-
mum, maximum and median values of the points in the
filtering window, the RMAF can be regarded as a two-
level structure: level A and level B.

Level A

A =S = Jfain
Ay = frod o

If A, >0 and A, <0, then turn to level B, or increase
the size of W to repeat level A until the size of W exceeds
the maximum set value, then f, is used as the output.

Level B

B, =
B

cr —Jin
2 = fcur fmax

If B, >0 and B, <0, then f,, is used as the output, or
foea 1 adopted as the output.

3 Experimental Results and Discussion
3.1 Experimental preparation

The experiments are carried out on the CMU ARCTIC
dataset'”’. The subsets of one US male (RMS) and two
US females ( SLT and CLB) are employed, respectively.
200 parallel utterances of each speaker are provided for
the material, 100 of which are used for training, while
the other 100 are for testing. Two kinds of FO conversion
strategies are designed to evaluate the performance of the
proposed method. They are SLT-to-RMS ( female-to-
male ), and SLT-to-CLB ( female-to-female ), respec-
tively. The GMM method is used for spectral conversion,
and the number of GMM components is optimized as 16.
The STRAIGHT method ' is chosen for analysis and syn-
thesis of the speech signal. The 16th LSFs (linear spec-
tral frequencies) are extracted to represent the spectral
trajectory, and the FOs are processed in the log domain.

Both objective and subjective experiments are conduc-
ted. The Pearson product-moment correlation coefficient
(PPMCC) is used for the objective experiment, while the
ABX and mean opinion score (MOS) methods are adopt-
ed for the subjective evaluation. The MVL method, the
GMM method, the proposed FO prediction method( FP) ,
the hybrid FP and MVL method ( FP + MVL) , and the
proposed method considering RAMF post-processing ( FP
+MVL + RAMF) are compared. The weighting coeffi-
cient A is optimized as 0.7 for the experiments, and eight
experienced listeners are hired to make the subjective tests.

3.2 Objective evaluation

Correlation is a common method to evaluate the per-
formance of the converted FOs objectively'*’
tion coefficient r is a measure of the correlation between
the converted and target FOs, with values between - 1
and 1. It is obvious that the highest value of r is 1, which
demonstrates the converted FOs are closest to the target
The results are shown in Tab. 1. It can be found
that the FP method can outperform the baseline methods
such as the MVL and the GMM. Although the values of r
of the hybrid FP and MVL methods are a little lower than
those of the FP method, which are caused by the inaccu-
rate prediction of the MVL method. The subjective tests
in next section will show that it can efficiently improve
the quality of the converted speech. Meanwhile, introdu-
cing the RAMF strategy can enhance the performance to

, the correla-

ones.

Tab.1 Correlation results of different methods

Methods Female-to-female Female-to-male
MVL 0. 652 0. 589
GMM 0.673 0.612
FP 0. 675 0.617
FP + MVL 0.674 0.615
FP + MVL + RAMF 0.677 0.619
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some extent. It can also be found that the correlations of
the intra-gender are stronger than those of the inter-gender.

3.3 Subjective evaluation

For the subjective experiments, an ABX test is conduc-
ted to evaluate the perceptual performance. The target
speech is X, and A and B are either source speech or the
converted speech using different FO transformation meth-
ods. The listeners are asked to choose whether A or B is
closer to X, or choose N/A demonstrating that A and B
are equal. No prior information is given to the listeners.
Tab.2 and Tab. 3 summarize the results of the proposed
method compared with the baseline methods. It is obvi-
ous that the proposed strategy is superior to the baseline
MVL and GMM methods. Compared with the MVL
method, the proposed method shows clear superiority,
while compared with the GMM method, the results of the
proposed method are also satisfactory, although the val-
ues of N/A are a little higher.

Tab.2 Comparison of proposed method and MVL method %

Strategies MVL Proposed method N/A
Female-to-female 31 62 7
Female-to-male 19 75 6

Tab.3 Comparison of proposed method and GMM method %

Strategies GMM Proposed method N/A
Female-to-female 29 53 18
Female-to-male 32 59 9

The MOS test is also carried out to evaluate the quality
of the converted speech. The listeners are asked to rate
the quality on a scale of five values between one for “un-
satisfactory” and five for “excellent”. The converted
speech using different FO transformation methods is cho-
sen to make pairs with the target speech. The results are

depicted in Fig. 1. The confidence interval is set as 95% ,
5 -

[\ w &~
T T T

Opinion score

—_
T

o

FP FP+MVL FP+MVL+RAMF
(a)

MVL GMM

[ [*) E w
§ T T 1

Opinion score

—_
§

(=]

FP FP+MVL FP+MVL+RAMF
(b)
Results of MOS test. (a) Female-to-female; (b) Female-

MVL GMM

Fig. 1

to-male

and the average mean opinion scores are given for each
method. We can find that the proposed method employ-
ing RAMF can greatly improve the quality compared with
the baseline methods.

4 Conclusion

A novel FO transformation method is proposed in this
paper. The FOs of the converted speech are predicted
from the spectral parameters using the SVR method, and
the SVR is performed in each component of the GMM to
increase the accuracy of prediction. In order to efficiently
reduce the over-smoothing, a hybrid method combining
the SVR prediction and MVL is also proposed. Mean-
while, an adaptive median filter is also employed to re-
duce the discontinuities in the converted FOs. Experimen-
tal results demonstrate that the proposed method outper-
forms the traditional MVL and GMM methods.
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