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Abstract: To solve the excessive huge scale problem of the
traditional multi-bit digital artificial neural network ( ANN)
implementation methods, a bit-stream ANN
hardware implementation method based on sigma delta (2A)

hardware

modulation is presented. The bit-stream adder, multiplier,
threshold function unit and fully digital 3A modulator are
implemented in a field programmable gate array (FPGA), and
these bit-stream arithmetical units are employed to build the
bit-stream artificial neuron. The function of the bit-stream
artificial neuron is verified through the realization of the logic
function and a linear classifier. The bit-stream perceptron
based on the bit-stream artificial neuron with the pre-processed
structure is proved
classification. The FPGA resource utilization of the bit-stream
artificial neuron shows that the bit-stream ANN hardware
implementation method can significantly reduce the demand of

to have the ability of nonlinear

the ANN hardware resources.
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T he hardware implementation of the ANN is an im-
portant issue in ANN research. However, the tradi-
tional multi-bit digital signal processing ( DSP) approach
requires too many resources to implement the massive
parallel calculation of the neural network and thus makes
the chip unaffordable' ™. With the multi-bit DSP meth-
od, all the transmissions go through the multi-bit buses,
and therefore, the mutual connections between the artifi-
cial neurons and the DSP units inside the artificial neuron
are vast. For example, even in a simple 8-bit 3-5-3 struc-
ture ANN, there are 240 data lines between the neurons
The
huge scale brought by the vast connections and complicat-

and about 2 000 data lines inside the 11 neurons.

ed multi-bit DSP units obstructs the hardware implemen-
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tation of a general ANN. Normally, the hardware imple-
mented ANN reported in the literature only has several
neurons'” .

In recent years, a bit-stream DSP method has been pro-
posed™ . With this method, only one line is needed for
one signal, and the bit-stream DSP units are very simple.
Therefore, the problems of the connections and DSP units
scale in the ANN are easy to solve.

According to this method, the bit-stream digital signals

which come from a 3A modulator™ "

are processed. The
SA modulator is a section of the A analog-to-digital
converter (ADC), which has become quite popular for
achieving high resolution. The 3 A modulator converts the
analog signal to a bit-stream digital signal, which is only
an inner signal in a 3A ADC. However, the bit-stream
signal is directly processed in the new DSP method now.

A novel DSP method is introduced into an artificial
neuron implementation in this paper. Four fundamental
bit-stream modules and a kind of bit-stream artificial neu-
ron are implemented in an FPGA and the function of bit-
stream artificial neuron is verified. The total number of
the data lines in a bit-stream 3-5-3 ANN is only about
300.

1 Bit-Stream Artificial Neuron Structure

Artificial neurons are the cells of the ANN. A bit-
stream artificial neuron consists of a few bit-stream ad-
ders, multipliers, an activation function unit, and some
parameters generators or memorizers. The biases and
weights can be generated by the XA modulator or stored
in the shift registers.

A three-input bit-stream artificial neuron can be real-
ized according to the structure shown in Fig. 1. Each bit-
stream adder can only process two input signals. So, the
summation of the multi-input signals is operated by multi-
stage bit-stream adders. All the inputs, outputs and inner
signals of the artificial neuron are > A modulated signals.

When the bit-stream artificial neuron is implemented,
the simplest neural network, the perceptron which is a
linear classifier, can also be implemented. To implement
the bit-stream artificial neuron, the design and implemen-
tation of the bit-stream adder, multiplier, activation func-
tion unit and digital XA modulator are necessary.
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Fig.1 Structure of bit-stream artificial neuron

2 Bit-Stream Modules Used in Bit-Stream Arti-
ficial Neurons

2.1 Bit-stream adder

There are four kinds of bit-stream adder circuits repor-
ted in the literature™ " . The first circuit is to perform ad-
dition through interleaving. This circuit wastes half input
information, which leads to a very bad signal-to-noise ra-
tio (SNR) of the output signal”. Both the second and
the third circuits have a big loop structure inside, which

[8-10]

limits the operation frequency . The structure of the

bit-stream adder used in this paper is shown in Fig. 2"’
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Fig.2 Circuit of the bit-stream adder

In the circuit, when x(n) #y(n), the CLK signal is
connected to the D-type flip-flop ( DFF) and the DFF
generates the desired signal, a sequence of alternant 0 and
1. When x(n) =y(n), x(n) is directly transferred to the
output terminal.
loop structure is avoided in this circuit.

Compared with the other bit-stream adder circuits, the
selected circuit can achieve much better SNR performance
or the same SNR performance with several times opera-
tion frequency and about 20% hardware saving'”’

All the information is used and the big

2.2 Bit-stream multiplier

The original structure of the bit-stream multiplier is
given in Ref. [10]. Fig.3 shows the equivalent circuit of
the bit-stream multiplier. Exclusive-OR gates are applied
to calculate the sub-product x(i) y(j),
adder is applied to obtain the summation of x(7)y(j).

This bit-stream multiplier has a problem. It always pro-
vides the reverse value of the correct product.
this problem, all the exclusive-OR gates in the bit-stream

and the bit-stream

To solve

At the
the original bit-stream adders are replaced
with the bit-stream adders given in Ref. [9] to increase
the operation frequency and reduce the source utilization.

multiplier are replaced with exclusive-NOR gates.
same time,
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Fig.3 Equivalent circuit of the bit-stream multiplier

The bit-stream multiplier implemented in an FPGA is
proved by the measured power spectrum density (PSD).
The PSD has two peak signal frequencies, which are the

summation and the difference of the input signal frequen-

cies, f_v +f, and f_v -f.
2.3 Bit-stream activation function unit

Several kinds of activation functions can be used in the
They are the threshold function, the
sigmoid function, and so on. Among all the activation
the threshold function is the simplest and the
most basic one. It is difficult to implement some activa-
tion functions with the bit-stream method now. So, the

artificial neurons.

functions,

threshold function is employed to explore the implementa-
tion of the bit-stream artificial neuron first.

To realize the threshold function, an N-bit shift register
is used as a moving window. The output signals of the
last bit-stream adder in the artificial neuron are sent to the
N-bit shift register. All the data staying in the shift regis-
ter will be sent to an accumulator. The value of the accu-
mulator denotes that the short term signal is positive or
negative. The comparator gives the output according to
the accumulated value. So, the threshold function unit is
realized.

In each clock period, among all the data stored in the
shift registers, only x( i) is replaced with x(i + N). To
simplify the circuit,
following formula:

the accumulator is calculated by the

x(i) =x(i +N)
x(i) =0,x(i +N) =1 (1)

Z(n-1)
Z(n) :{Z(n—l) +1
x(i) =1, x(i+N) =0

Z(n-1) -1
It means that only two input signals are needed for the
accumulator. Fig. 4 shows the diagram of the bit-stream

threshold function unit.
The simulation waveforms of the bit-stream threshold
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function unit are shown in Fig. 5.
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Fig.5 Waveform of the threshold function. (a) Input signal;
(b) Output signal

2.4 Digital 3A modulator and signal generator

The 3A modulators are needed to provide the biases
and the weights in the bit-stream signal style. The exist-
ing XA modulator is an analog and digital mixed-signal
module. It has analog sections inside and the input signal
of the 3 A modulator is also an analog signal.

To realize the bit-stream artificial neuron in an FPGA,
a new type of fully digital 3 A modulator is designed to
generate the desired biases and weights. In this digital 3 A
modulator, the analog input signal is replaced by a multi-
bit digital signal, and the analog adder, the integrator,
and the comparator are replaced by multi-bit digital ones.
At the same time, the digital signal is denoted as a com-
plementary code to convert the subtracting operation to
the addition one.

A direct digital synthesizer (DDS) curve generator is
designed in an FPGA. The DDS curve generator is com-
bined with the digital A modulator to build a digital 3A
signal generator. The 3 A signal generator can provide ar-
bitrary waveforms to verify the function of the bit-stream
artificial neuron or generate the biases and weights.

Fig. 6 shows the block diagram of the 3 A signal gener-
ator in an FPGA. The upper one is a DDS curve genera-
tor, and the lower one is a one-order digital 3A modula-
tor. The DDS curve generator provides a multi-bit digital
waveform, while the digital 3 A modulator converts the
multi-bit digital wave signal to the bit-stream signal.
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Fig.6 Block diagram of the digital 3 A modulator

Fig.7 shows the frequency spectrum of the JA signal
generator output signal with a sine wave input signal. The
spectrum has a single frequency component and a distinct
characteristic of noise shaping. The data of the output
signal is obtained from the actual running FPGA through
the online logic analyzer, Chipscope. The fast Fourier
transform ( FFT) analysis of the data is carried out in
Matlab.
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Fig.7 Spectrum of the output signal

3 Bit-Stream Artificial Neuron Implementation
and Verification

Based on the bit-stream modules mentioned above, the
bit-stream artificial neuron is implemented in an FPGA.
The target device is XC3S5200. Tab. 1 shows the source
utilization of one bit-stream artificial neuron. It indicates
that one XC3S200 can afford about 25 bit-stream artificial
neurons. If we use a higher grade FPGA, such as Virtex-
6 family, we can obtain more than 1 000 neurons in one
FPGA. Therefore, a relative complicated ANN is possi-
ble to realize.
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Tab.1 Source utilization of the bit-stream artificial neuron

Logic utilization Used Available Utilization/ %
Number of slices 87 1920 4
Number of slice flip flops 148 3 840 3
Number of 4 input LUTs 98 3 840 2

To verify the function of the bit-stream artificial neu-
ron, the neuron is configured to realize some logic func-
tions. The training process is executed in Matlab accord-
ing to the Widrow-Hoff algorithm.

Fig. 8 shows the simulated waveform of the artificial
neuron when it performs the “NAND” logic with the
Modelsim simulator.
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Fig.8 Simulation waveform of the “NAND” logic

The second case is a bit-stream neural network which is
built with two bit-stream artificial neurons. After train-
ing, it is proved that the simple bit-stream neural network
can classify four kinds of points.

The normal perceptron consisting of the artificial neu-
rons is only a linear classifier. To implement the nonlin-
ear classification function, the input signals of the percep-
tron are pre-processed according to the following formu-
la:

2 2
V=W X, WX+ WHX X, + WX, +W,X, +b (2)

The structure of the bit-stream nonlinear classification
perceptron is shown in Fig. 9. Since the bit-stream adders
always output a half of the summation, the parameters w,
and b are divided by 2 to maintain the balance within dif-
ferent signals.
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Fig.9 Bit-stream nonlinear classification perceptron

The model of the bit-stream nonlinear classification
perceptron is designed with Simulink and the model simu-
lation is performed in Matlab. When the weights and bias
take certain parameters, such asw, =w, = -0.05, w,, =
w, =0.6, w, = -0.55 and b = -0.9, all the area is di-

vided into two parts by an ellipse curve, as shown in Fig.
10. It means that the bit-stream perceptron with the pre-
processed structure has the ability of nonlinear classifica-
tion. Actually, the two objects classification shown in
Fig. 10 is the result of “exclusive-OR” logic, which is a
typical nonlinear classification case.
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Fig.10 Nonlinear classification

4 Conclusion

Four fundamental bit-stream modules and one kind of
bit-stream artificial neuron are implemented in an FPGA.
The problems of the connections and DSP units scale in
the multi-bit ANN hardware implementation can be easily
solved with the bit-stream DSP method. The function of
the bit-stream artificial neuron is verified through the real-
ization of logic functions, linear and nonlinear classifiers.

In further research, the bit-stream ANN will be con-
structed with the bit-stream artificial neuron to realize
such as pattern discrimination.
Another bit-stream activation function unit will be ex-

complicated functions,

plored to build more kinds of artificial neurons and
ANNE.
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