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Abstract: A single-machine
periodic maintenance activities in a remanufacturing system
including resumable and non-resumable jobs is studied. The
objective is to find a schedule to minimize the makespan and
an LPT-LS algorithm is proposed. Non-resumable jobs are

scheduling with preventive

first scheduled in a machine by the longest processing time
(LPT) rule, and then resumable jobs are scheduled by the list
scheduling (LS) rule. And the worst-case ratios of this
algorithm in three different cases in terms of the value of the
total processing time of the resumable jobs (denoted as S,) are
discussed. When S, is longer than the spare time of the
machine after the non-resumable jobs are assigned by the LPT
rule, it is equal to 1. When S, falls in between the spare time
of the machine by the LPT rule and the optimal schedule rule,
it is less than 2. When S, is less than the spare time of the
machine by the optimal schedule rule,
Finally, numerical examples are presented for verification.
Key words: single-machine scheduling; preventive periodic
maintenance; resumable jobs; LPT-LS algorithm
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it is less than 2.

ost literature on scheduling theory assumes that
M there are only non-resumable jobs. In fact, this
assumption may not be valid in a real production situation
such as in the reprocessing workshop of a remanufacturing
industry. There also exist resumable jobs. In the remanu-
facturing industry, in order to reassemble finished prod-
ucts, new components are required since the recovery rate
of return components can never reach 100% . In general,
a disassembly order is always released first and then the
disassembly result determines whether a purchasing order
And it is necessary to reprocess the
disassembling cores as early as possible in order to deter-

is needed or not'".
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mine whether new components are purchased or not. Our
objective is to find a schedule to minimize the makespan.
For simplicity, we only discuss off-line cores and assume
that the reprocessing time has been determined by worker
experience. It is common to observe in practice that be-
fore a machine is maintained it has some spare time but
there is not a non-resumable job whose processing time is
exactly equal to the machine’s spare time and no job can
be scheduled into the machine in the same period. In or-
der to make the best of the machine capacity, we can
schedule the resumable jobs after processing the non-re-
sumable jobs (In the remanufacturing industry, we as-
sume that there is zero setup time). Therefore, schedu-
ling non-resumable and resumable jobs has gradually be-
come a common practice in many remanufacturing enter-
prises. With a proper scheduling rule, the workshop can
improve production efficiency, resulting in increased pro-
ductivity and a high degree of customer satisfaction'” .
Some literature studies the single-machine scheduling
problem with single maintenance and non-resumable jobs.
Liao and Chen "' considered a scheduling problem with
the objective of minimizing the maximum tardiness. They
proposed a branch-and-bound algorithm to derive the opti-
mal schedule and a heuristic algorithm for large-sized
problems. They also provided computational results to
Lee'

showed that the longest processing time (LPT) rule has a

demonstrate the efficiency of their heuristics.

tight worst-case ratio of 4/3 for the objective of minimi-
zing the makespan, and he also presented heuristics for
other objectives, such as minimizing the maximum tardi-
ness, the number of tardy jobs, and the total weighted
completion time, etc. Lee and Liman'' proved that the
worst-case ratio of the shortest processing time ( SPT)
rule is 9/7 for the objective of minimizing the total com-
pletion time. Graves and Lee'® extended the problem to
consider semi-resumable jobs. Ma et al.'”’ discussed a
single-machine scheduling problem with an unavailable
period in a semiresumable case to minimize makespan and
presented a LPT-based heuristic. Chen'' considered a
single-machine scheduling problem with periodic mainte-
nance to find a schedule that minimizes the number of tar-
dy jobs subject to periodic maintenance and nonresumable
jobs. An effective heuristic and a branch-and-bound algo-
rithm were proposed to find the optimal schedule. Wu
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and Lee "' discussed a special problem where a jobs’ pro-
cessing time is a decreasing function of its position in the
schedule. When jobs are resumable, it is shown that the
SPT rule provides the optimal schedule, and for the non-
resumable case, a mixed integer programming technique
is proposed. Yang et al.'”
scheduling with the job-dependent aging effects under
multiple maintenance activities and variable maintenance

duration considerations simultaneously to minimize the
(i

studied a single-machine

makespan. Ji et al.
scheduling problem with periodic maintenance for the ob-
jective of minimizing the makespan. They first show that
the worst-case ratio of the classical longest processing
time algorithm is 2.

considered a single machine

In this paper we consider the scheduling problem with
periodic maintenance to minimize the makespan for both
non-resumable and resumable jobs. First, we propose an
algorithm by which the jobs are scheduled. Then we dis-
cuss the worst-case ratios of this algorithm in three differ-
ent cases in terms of the value of the total processing time
of the resumable jobs. And, further, some instances are
given to confirm the results.

1 Problem Description

Formally, the considered problem can be described as
follows:

We assume that there are n independent jobs J = {J,,,
Josoois Jiys oos Iy Jyys ooos Iy, 1, including non-resuma-
ble and resumable ones which are reprocessed on a single
machine, and assume that all of these jobs’ arrival time is
zero. Here non-resumable ones are those jobs which must

be restarted if they cannot be finished before maintenance
activity; resumable ones are those jobs which can be re-
processed based on the previous process even if they are
not finished before maintenance activity. The number of
the former is 7, and that of the latter is n,. Obviously, n,
plus n, is equal to n. They are defined as group 1 and
group 2, respectively.

The processing time of job J; is p,(when i =1, j=1,
2,...,n; wheni=2, j=1,2,...,n,). We assume that T
=p; for each j=1,2, ..., n,; otherwise, there is trivially
no feasible schedule. Let C; be the completion time of
job J;;, then the objective is to minimize the makespan,
which is defined as C,,, = C/”. Using the

max

max
i=1,2:j=1,2,...,n,

1." . we denote this
scheduling problem as 1/(nr-r) — pm/C,_, . It can be
easily seen that this problem is strongly NP-hard ', but
no approximation algorithm has been provided and ana-

lyzed in the literature.

three-field notation of Graham et a

We consider each interval between two consecutive ma-
intenance activities as a batch with a capacity 7 which
corresponds to the length of the time interval between two
consecutive maintenance periods, and ¢ is the amount of
time required to perform each maintenance activity.
Thus, a schedule 77 can be denoted as 7 = (B,, M,, B,,
M,, ... M, _,, B,), where M, is the i-th maintenance ac-
tivity, L is the number of batches, and B, is the i-th batch
of jobs. An illustration of the considered problem in the
where J,; de-
notes the non-resumable job placed in the j-th position of
the given schedule.

form of a Gantt chart is given in Fig. 1,

Bl BZ BL
J[11]| |J[1j] |J[2j] Ml 1[1’141] .. | M2 ML—I |'][1'"l] .][2,"2]
T t T t t T
Fig.1 [Illustration of the problem under consideration

We use the worst-case ratio to measure the quality of
an approximation algorithm. Specifically, for the make-
span problem, let C, denote the makespan produced by an
approximation algorithm P, and C,,; denote the makes-
pan produced by an optimal off-line algorithm. Then the
worst-case ratio of algorithm P is defined as the smallest
number ¢, i.e. Cp./Cypr<c.

2 The Algorithm and Its Worst-Case Ratio

In this section we analyze the LPT-LS algorithm and its
worst-case ratio.
rithm, we first define two kinds of classical algorithms,
which are the LPT and LS algorithms, respectively.

The LPT rule is a classical heuristic for solving schedu-
ling problems. It can be formally described as follows.

Algorithm 1(LPT)
that p, =p, =...=p,,; then these jobs are processed

Before analyzing the LPT-LS algo-

All the jobs are re-ordered such

consecutively as early as possible.

The LS algorithm is a classical polynomial time ap-
proximation algorithm for solving scheduling problems. It
can be described as follows.

Algorithm 2(LS) When a job is available (ties are
broken arbitrarily), it is assigned to the processing inter-
val of the machine where it can be finished as early as
possible.

Here we define the LPT-LS algorithm as follows:

Algorithm 3(LPT-LS) The first step is to schedule
the non-resumable jobs by the LPT rule; the second step
is to schedule the resumable jobs by the LS rule for this
considered scheduling problem.

Let C,,;,s be the makespan of all scheduled jobs inclu-
ding non-resumable and resumable jobs; 7., is the num-
ber of machine working periods( corresponding to the bin
numbers of bin packing problems) by an optimal off-line
algorithm; L,; is the machine working time length in the
last period by an optimal off-line algorithm (0 <L, <
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T); C,,; is the makespan produced by the LPT algorithm
(i.e., the completion time of job J,;); n,,, is the number
of machine working periods by the LPT algorithm; L, is
the machine working time length in the last period by the
LPT algorithm (0<L . <T).

The makespan of the optimal schedule is

Copr = (nopy =) (T +1) + Lopy (1)
While the makespan of the LPT schedule is

Cipr = (py =D(T +1) +Lypy (2)
Eq. (2) subtracts Eq. (1), and then we obtain

CLPT - COPT = (nLPT - nop'r)(T+ t) +LLP’T _LOPT (3)

Lemma 1" The worst-case ratio of the LPT algo-
rithm for periodic maintenance is 2, i.e., C ./ Copp =2.

This first step of the scheduling is similar to the prob-
lem that Ji et al. """ have researched. They prove that the
worst-case ratio of the classical LPT algorithm is 2. And
they show that there is no polynomial time approximation
algorithm with a worst-case ratio less than 2 unless P =
NP, which implies that the LPT algorithm is possibly the
best. So, for non-resumable jobs the LPT algorithm is al-
so possibly the best.

For the problem 1/(nr - r) - pm/C there exist

three cases about the worst-case ratio of the LPT-LS algo-
rithm in terms of the value of S, (The total processing
time of Group 2 jobs). The conclusions are proved in the
following theorems.

First, we define a function f(x) =k when k<x<k +1,
and k is a positive integer. Obviously, f(S,/7T) is the fre-
quency of machine maintenance, where S, is the total pro-
cessing time of all scheduled jobs (i.e. S, is the total
processing time of Group 1 jobs). And it is easy to obtain

ni—1s2f(iT") (4)

In the following we discuss the worst-case ratio when
S, takes different values.

Theorem 1 When S,=C,,; =S, = (npr =1, Cppis/
Corr =1.

Proof It means that the total processing time of re-
sumable jobs is longer than the machine spare time after
scheduling non-resumable jobs. Obviously, in this situa-
tion,
machine’s spare time so that the machine is always pro-
cessing jobs without maintenance. We can obtain that

the resumable jobs can be assigned into the

Clors =(S, +5,) +f(S17;SZ)t (5)

It is the optimal algorithm. That is C, ¢/ Copr = 1.
Lemma 2 While n,,, =2 in the LPT schedule, S, >
np172.

LPT

Proof Note that the total processing time of the jobs
in any two pairwise used bins is strictly greater than T by
the LPT rule. And in all bins, there is at most one bin in
which the total processing time of the jobs is less than 7/
2. Regardless of which bin it is, the total processing time
in it plus any other bin’s must be greater than 7. We dis-
cuss it as follows:

Case1 If n ,, is even, then

bT
S, = ZB = Zp > (6)

Case 2
including the bin in which the jobs’ processing time is
less than 7/2 and separate them into (n,,, —1)/2 groups
with two pairwise bins. The total processing time of jobs

If n,,, is odd, we can choose (n,,. —1) bins

in the remaining bin (denoted as B,) is greater than 7/2.
Then

At 1)T+t(Bt) > %T

(7)

S, > (8)

Theorem 2 When Cg,; — S, — (ngpy — 1D I<S, <Cypp —
Sy = (npr =D 1, Crppys/ Copr <2.

Proof It means that the total processing time of re-
sumable jobs is shorter than the machine spare time after
scheduling non-resumable jobs by the LPT rule and longer
than the optimal algorithm. It is obvious that

CLP’TSnLPTT_{-(nLPT_l)t (9)
Note that
S
”LPT_1$2f(7l) (10)

Combining Egs. (8), (10) and Lemma 3, we can obtain

Cipr nLPTT+(nLPT_])t<nLPTT+(nLPT_])t
S\ N T
S, +f(7')t S, +f(7l)t nL%+f(S?l)t
nLPTT+(nLPT—1)t:2 (11)
nLPTT+(nLPT_1)t
2 2
Theorem 3 When S, < Copr = S, — (B — 1) 2,

CLPT—LS/COPT <2
Proof
sumable jobs is shorter than the machine spare time after

It means that the total processing time of re-

scheduling non-resumable jobs by the optimal algorithm.
Then the resumable jobs can be scheduled into those bins
which still have spare volume; i. e., excluding the last
bin, the other bins can be fully loaded without any spare
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volume. So it is similar to the scheduling problem which
Ji et al. """ have researched.

Therefore, the worst-case ratios of the LPT-LS algo-
rithm for the problem 1/(nr —r) — pm/C_,, in terms of
the value of S, are as follows:

1) When S,=C,,; =S, —(npr — 11, Crpris/Copr =13

2) When Cypr — S, — (ngpr —1)1<S, <Cppp - S, -
(nLPT - 1) t CLPT—LS/COPT <2;

3) When S, <Cppr =S, — (ngpr — 1)1, Crppis/ Copr <2.

3 Numerical Examples

In order to verify the results, some numerical examples
are presented. We assume that there exist some different
cases in a reprocessing workshop and some data are listed

in Tab. 1. We denote S, = pr S, = szj.

Tab.1 Some data in a reprocessing workshop

No. T t n n n Pij

1 15 0.5 4 3 1

P =6,pp =8,p13 =5 py =2
=14,p,, =12, p3 =10, p, =6

> 20058 7 1 v Pr2 Pis P

Pis =6, P16 =4, P17 =3, py =1.5

=28, =24, p;; =20, =12
3 4015 9 7 2 Pu P2 Pi3 Pia
Pis =10, pis =11, py; =7, py; =1, p» =0.5

Case 1 With regard to No. 1 in Tab. 1, we schedule
these four jobs by the LPT rule and the optimal schedule
rule, respectively and give an illustration of scheduling in
Fig. 2.

It is in accordance with Theorem 1.

Case 2 With regard to No. 2 in Tab. 1, we schedule
these eight jobs by the LPT rule and the optimal schedule
rule, respectively and give an illustration of scheduling in
Fig.3.

Bl B2 B3
Ju | Juu | M| Ty | Jis | 2| M, | Jg |Jl6 |Jl7|
T [} T [2 T
(a)
Bl BZ B3
Ju | Ju | My | Jiz |-Il6 |J17 | 1| M, Jis | Jis |
T t T ¢ T
(b)
Fig.3 [Illustration of the considered problem in case 2.

(a) LPT-LS alogrithm; (b) Optimal schedule algorithm

Combining the data of the second line in Tab. 1 and
Fig.3, we can obtain Tab. 3. We denote 7, = C,,; —

S —(nypr =Dt =Clopp =S, = (ngpy — 1)t

Tab.3 Scheduling result of case 2

Copr To S
57.5 1 1.5

Creris L nopr

55 3 58 2 3

S nLp

From Tab. 3, it is obvious that

COPT _Sl _(nLPT _1)t<52 <CLPT _Sl _(nLPT _1)t

It means that S, falls in between the remaining time of
the machine by the LPT rule and the optimal schedule

rule.
B, B,
Jiz ‘ Ju ‘ Ju=1| M, Ji ‘ Jn =1 ‘ 9 CLPT-LS _ CLPT _ 58 <2
Corr  Copr 57.5
T ¢ T
(a) It is in accordance with Theorem 2.
B, B, Case 3 With regard to No. 3 in Tab. 1, we schedule
Ju ‘ Jio ‘ Ju=1| M, Jis ‘ Jh=1 ‘ 9 these nine jobs by the LPT rule and the optimal schedule
rule, respectively and give an illustration of scheduling in
T t T .
Fig. 4.
(b)
. . . . B B. B
Fig. 2 Illustration of the considered problem in case 1. ! 2 3
(a) LPT-LS algorithm; (b) Optimal schedule algorithm Ju  [Jua[M] Jo [Js [6] M, | Js [JelJn] 2
Combining the data of the first line in Tab. 1 and Fig. T ¢ r ’ r
2, we can obtain Tab. 2. (a)
Bl BZ BS
Tab.2 Scheduling result of case 1 Ju  [Ju M [ Js e[ Ju[2][ M [Juds] 6
Sy npr Cipras Cipr =81 —(nppr =Dt ngpr Copr 5,
T t T t T
19 2 20.5 1 2 20.5 2 (b)
From Tab. 2, it is obvious that Fig. 4 Illustr.atlon of the. considered pro?lem in case 3.
(a) LPT-LS algorithm; (b) Optimal schedule algorithm
8, > Cipr =8, =y = 1 Combining the data of the third line in Tab. 1 and Fig.

It means that S, is longer than the remaining time of the
machine after assigning the non-resumable jobs by the
LPT rule. It is easy to obtain that

CLPT—LS — 20~ 5 —
Copr  20.5

1

4, we can obtain Tab. 4.

Tab.4 Scheduling result of case 3

S LpT Cipris L nopr  Copr To S,

112 3 121 6 3 117 2 1.5

From Tab. 4, it is obvious that
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Sz <COPT _S] _(nLPT _1)t

It means that S, is less than the remaining time of the
machine by the optimal schedule rule.

Cipras _121

_12l ,
Copr 117 °

It is in accordance with Theorem 3.

According to the three numerical examples, the worst-
case ratios of the LPT are in accordance with the results
given in section 3.

4 Conclusion

For the problem 1/(nr-r) — pm/C
poses an LPT-LS algorithm and discusses the worst-case
ratios of this algorithm in three different cases in terms of

this paper pro-

max ?

the value of the total processing time of the resumable
jobs. In this research, we assume that the processing time
is fixed and off-line. In future research, it is worth con-
sidering that the processing time is random and on-line. It
is also worth researching the scheduling problem consider-
ing other objectives in parallel-machine systems.
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