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Abstract: An object learning and recognition system is
implemented for humanoid robots to discover and memorize
objects only by simple interactions with non-expert users.
When the object is presented, the system makes use of the
motion information over consecutive frames to extract object
features and implements machine learning based on the bag of
visual words approach.
descriptor only, the proposed system uses the co-occurring
local features in order to increase feature discriminative power
for both object model learning and inference stages. For
different objects with different textures, a hybrid sampling
strategy is considered. This hybrid approach minimizes the
consumption of computation resources and helps achieving
good performances demonstrated on a set of a dozen different
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daily objects.
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of interest both in scientific and commercial com-
munities. These robots can interact with non-expert hu-
man in a context of domestic services or entertainments.

l l umanoid robots are drawing an increasing amount

In this paper, we are specifically interested in small enter-
tainment robots of humanoid or animal shape, and only
visual cues are taken into account. When the user wants
the robot to memorize something in the environment, a
necessary operation is just waving around the object in
front of the robot and notifying the name of the target to
the robot, e.g., by vocal signal. Our algorithm uses the
motion information over consecutive frames to implement
a coarse image segmentation which extracts the approxi-
mate position of the object from a cluttered background.
Then the corresponding model of this object is built pro-
gressively over frames by our tracking mechanism. The
integration of object tracking and recognition helps the ro-
bot learn to recognize objects with less intervention from
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humans.

In the inference stage of our system, we concentrate on
the detection and recognition of the object on a single
frame rather than on several consecutive frames. As a
consequence, the inference algorithm can be solely de-
ployed on some key frames to adapt the applications with
realistic computation constraints and achieve a real-time
online system. Meanwhile, it also means that the algo-
rithm can detect the object from a background even it is
static.

The frame of our work is based on the “bag of visual
words” method"". The features are clustered into a code-
book and used without taking their position into account.
The four main implementation choices in such a frame are
how to sample features, how to describe them, how to
characterize the resulting distributions and how to classify
images based on the results.

About the former two parts, numerous works in object
recognition and image understanding are based on the
scale invariant feature transform ( SIFT) method because
of its remarkable quality and simplicity to use. Since
most local feature extraction methods work on the gray
scale image'”™, color information is often injected into
the descriptor™ for dealing with the color image.

In our work, from the perspective of speed, we choose
the speeded up robust features ( SURF) method"” as the
feature detector and descriptor. Since we want to tackle
the information in video sequences efficiently, the SURF
method provides us a high speed solution with acceptable
quality. We also meet the same typical sparse features
problem on some consistently colored objects as other rel-
evant works”'. To solve this problem, we adopt the su-
perpixel dense sampling strategy'” as the complement to
the standard SURF process.

About the image classification stage, Refs. [6 —7] pro-
posed a dictionary construction method which is similar to
Ref. [8] but simpler and fully incremental. However, the
static dictionary construction method used in this paper is
based on Ref. [9].

1 Object Detection

1.1 Bag of visual words method

Bag of visual words is a popular method for image cat-
egorization. The visual words used in our work are based
on SURF descriptors. We use the vocabulary tree ap-



Online object detection and recognition using motion information and local feature co-occurrence 405

proach "' where a tree is constructed by applying k-means
at each level, thus hierarchically segmenting the feature
space. The output of the discretization is the dictionary.
Given an image, a vector of features F = {f,, f,, ..., fNF}
is extracted to represent the image, where N is the
amount of features in the current image. The features are
assigned into the dictionary to obtain the vector of visual
words V= {v,v,, ..., VN,}’ where v, is the index of the
visual word in dictionary. Rewriting V as the histogram
of visual words V, ={c,, c,, ..., vy}, where N is the size
of vocabulary and c, is the number of occurrences of visu-
al word v,. By this process the spatial structure of the im-
age is omitted and the statistic information is extracted.

1.2 Feature extraction

The SURF method uses a fast-Hessian detector to find
keypoints and creates a descriptor of the region around ev-
ery keypoint. One typical problem associated with such
sparse feature-based method is the scarcity of descriptions
of textureless regions. To solve this problem, we use a
dense sampling strategy named superpixel.

Superpixel is an over-segmentation of images that is as-
sumed to be consistent with object boundaries but breaks
large objects into small pieces. The method in our work
is inspired by Ref. [4]. The boundaries of superpixels are
obtained by watersheds on a negative absolute Laplacian
image with LoG extremas as seeds. After segmenting, we
compute a SURF descriptor at the center of each superpix-
el. Fig. 1(e) illustrates the points where the SURF de-
scriptors are computed by our superpixel method.

The descriptor of the SURF method is a 64-dimensional
vector without color information. In our work we add
color information in the case of superpixels by calculating
the mean color over superpixel pixels and add the channel
h of HSV color space to the vector for describing the gen-
eral color information of this region. So the feature

(d)

Fig. 1

descriptor f we used is a 65-dimensional vector f = {x,,
Xy, Xy, ..y Xgs ), X, €[0,256]. The definition of distance
between two descriptor vectors is

J(pi (x —xf-’>2)/64 +(1 - p)(xg —xp)’

df ) =N =
(D

Here the proportion p controls the influence of color in-
formation on the whole method. The reference of color
information as well as the conventional SURF descriptor
helps us discriminate targets in different colors.

Applying this method on well textured objects is use-
less as these objects are well recognized from SURF key-
points. In order to reduce computational requirements,
we therefore use a saliency measure from Ref. [ 10] as the
criterion to automatically decide if the SURF keypoints
are sufficient to correctly characterize the current object.
The saliency of the target model is calculated as

S, =%2 > Py, [ v) (2)

i=1 j=1

where S is the number of SURF features in the model;
P(v, | v,) is the conditional probability of observing visu-
al word v; given the visual word v,. The summation can
be computed directly from matrix C which is obtained in
Section 1.3. Our definition is a variation by the hard as-
signment rule to the original definition in Ref. [ 10]. This
saliency takes the contextual information around every
feature into account and describes the complexity of the
current model quantitatively. When the system notices the
model lack of features, it extends the training stage and
switches to the superpixel-SURF in order to obtain a
dense sampling of the target.

Tlustration of SURF and superpixel-SURF methods. (a) Original image; (b) SURF features; (c) SURF defined pairwise features;

(d) Superpixels; (e) Superpixel-SURF features; (f) Superpixel defined co-occurrence
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1.3 Co-occurrence between features

Instead of using visual words vectors as the representa-
tion of an image directly, we choose co-occurrence be-
tween visual words as the element in the bag of words
frame.
SURF and superpixel-SURF, respectively. For every ex-

There are two definitions of co-occurrence for

tracted feature f, in the SURF frame, we search n most
neighboring features f; e {f, f,, ..., f,} and define each
pair {f;,f;} as the co-occurrence of two features ( see Fig.
1(c)). For superpixel-SURF features, we implement a
2-depth neighborhood of superpixels as the definition of
the co-occurrence which is similar to Ref. [4]. As illus-
trated in Fig. 1(f), the superpixels sharing the boundary
with superpixel i (the white block in the center of the are-
a) are called direct neighbors of superpixel i. Moreover,
neighbors of these direct neighbors are called 2-depth
neighbors to superpixel i. All the features extracted from
the 2-depth neighbors f; e {f,, f,, ..., f,} are paired to the
feature f; as the co-occurrence {f;, f;}. When the user is
moving the object, a visual word co-occurrence matrix C
with a dimension N x N x N, is learned over frames,
where v, is the visual word of f;; C[v,, v,] is the normal-
ized count of the co-occurrence of visual words pair w =
{v, vj}; N, is the amount of different models contained
in the training set.

1.4 Motion information

Motion information is exploited to extract the object
from background automatically; i. e., when the user is
waving the object in front of the robot, the robot can use
the relationship over consecutive frames to discriminate
which features belong to the object and which do not. To
this end, we first implement the frame difference tech-
nique to obtain the region of interest ( ROI) on every
frame as the approximate position of the target. Only fea-
tures in this region are extracted and represented in a
scheme of co-occurrence visual words. Then we use a k-
steps tracking mechanism to build the target model pro-
gressively. Every frame in the video sequence is treated
as the beginning of a new tracking. The set of pairwise
visual words from current image is saved into a buffer.
While the next frame is coming, the new set is compared
to this buffer and only re-appearing visual words are re-
tained. This mechanism works over every k consecutive
frames iteratively as illustrated in Fig.2. Here the length
of every track is 4. The box with a number represents a
frame of the image.

At the k-th frame in a track, we treat the surviving fea-
tures as a graph G = (S,E) where S is the set of vertices
containing the visual words corresponding to keypoints
and EC S x S is the set of edges defined by co-occurrence
between visual words. The biggest connected compo-
nent of this graph is found and the visual word pairs of
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Fig.2 A flow chart of tracking mechanism

the component are used to create matrix C as described in
Section 1. 3.

2 Object Recognition

The main task of object recognition in our work is to
make decisions on which object appears in the current tes-
ting image. First, we extract the features on the entire re-
gion of the current testing image and build the co-occur-
rence graph with the same method described in Section 1.
3. Here we do not follow the tracking mechanism over
frames, thus no feature is pruned. All the information for
recognition comes from the current frame. We compare
two kinds of object recognition methods: the probabilistic
method and the logistic regression method.

2.1 Probabilistic model

Given the pairwise visual words vector W = {w, ,w,,
-,wy |, we want to compute the most probable object

occurrence in the scene. Using the Bayes rule, the most
probable object can be computed as

P(W|L)P(L)

L:argmLaxP(L\W) = arg max P(W)

(3)
where L is the object number; P( W) is a normalization
that can be omitted when finding the maximum; P(L) is
assumed as a uniform distribution. The likelihood func-
tion P(W | L) is computed for every L by a fast voting
method according to the co-occurrence matrix C. For ev-
ery pair w, presented in the image, we vote for different
objects using the occurrence probability of the pair given
the object taken from C. For the features corresponding to
the object with the biggest probability, we find the big-
gest connected component as the position of the object.
At the end of every inference, a confidence of the deci-
sion is also given as

_P(L, | W) -P(L | W)
> P(L | W)
where ¢ is the confidence of the current inference; L is

the winner of the decision and L, is the object with the
second highest score.

(4)




Online object detection and recognition using motion information and local feature co-occurrence 407

2.2 JointBoost

JointBoost was proposed by Torralba et al'''’. Based
on the GentleBoost framework | it extends boosting
methods from the binary classification problem into a
multiclass case in an efficient way. Given pairwised fea-
ture vectors and labels (v,z°) (z; =1 if example i has
ground truth class ¢, — 1 otherwise) as training exam-
ples, JointBoost sequentially selects discriminative fea-
tures to fit the additive model :

H(v,c) = ihm(v,C) (5)

where M is the number of boosting rounds; 4, (v,c) are
the weak learners and H(v,c) is the strong learner. At
the current iteration, JointBoost searches a weak learner
h, (v,c) shared between classes to optimize the cost
function on the training set:

C N
Juo = 2, 2,7 =, (v0))" (6)

c=1 i=1

where N is the number of examples. The cost function
J... can be thought of as an upper bound of the misclassi-
To minimize J we

wse ?

fication rate of training examples.
adopt the decision stump which is commonly used in the
JointBoost framework ;

f

ag ifv,>0and ce S(n)

h(v,c) ={b; ifvi<fandceS(n) (7)

i

ks if cgS(n)

For those classes sharing this feature (c e S(n)), the
decision stump returns 4(v,c¢) depending on the compari-
son of ! to a threshold @. For classes not sharing the fea-
ture (¢ ¢S(n)), the constant kg prevents the learning pro-
cedure from being adversely affected by imbalance between
negative and positive training examples. At the end of the
current iteration, the training examples are re-weighted as

we, = wfe —zih, (v,,0) (8 )

to reflect the variance of classification accuracy. When
the training is finished, a series of decision stumps are
stored sequentially as the strong learner H(v,c) for clas-
sifying new samples.

3 Experiments

In this section, we optimize the parameters of the su-
perpixel method and test our proposed system with a se-
ries of realistic object detection and recognition tasks. In
the experiment, the step S, for searching superpixel seeds
is fixed to S, =5 pixel. We compute the descriptor on a
region that is four times greater than superpixel size. The
proportion p in Eq. (1) is chosen as p =0. 87 for follow-
ing experiments.

3.1 Length of track

As demonstrated in Fig. 3, the length of every track in
our tracking mechanism has an effect on the proportion of
A shorter track
will give us a model with more noise from the back-

features which contribute to the model.

ground while a longer track will consume more time on
the calculation at every frame. On the other hand, a
model with too sparse features also harms the recognition
performance. So in our experiments, we manually label
20 images from six different objects (box a, newspapers,
tele-control a, toolbox, pad and postcard) respectively as
the ground truth data. The positions and regions of the
target from 120 images are tagged to test the influence of
the length. We examine the correct detection rate and the
false alarm rate with different lengths and draw the receiv-
er operating characteristic (ROC) curve in Fig. 4. Then
we choose k =3 as the length of the track since this pa-
rameter provides a relatively low false alarm rate with an
acceptable correct detection rate.

Fig.3 An example of tracking method with k =4. (a) The first
frame; (b) The second frame; (c¢) The third frame; (d) The fourth
frame
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Fig.4 ROC curve with different lengths of track ( k varies
from 4 to 1 from left to right)

3.2 Object recognition

We organize groups of experiments on 12 different daily
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objects: book, magazine, measuring tape, box b, tele-
control a, compact disc, box a, toolbox, newspapers,
pad, postcard and tele-control b. For each object, a
video sequence of 50 images is captured for training ma-
trix C. Here the length of the track is k =3. In the infer-
ence stage, we test 20 images on every object to examine
the performance of our method. All the images used in
our experiment have a size of 320 x 240 pixels.

Figs.5(a) to (d) demonstrate the results of the proba-
bilistic model while the performances of boosted decision
stumps are compared in Figs.6(a) and (b). Fig.5(a)
illustrates the result of only the SURF method over all 12
objects. Apparently the result is unacceptable, especially
on those consistently colored targets such as toolbox,
compact disc, etc. Thus we adopt the saliency system to
automatically try the superpixel-SURF method as the
dense sampling strategy for a more abundant model on
such objects. In our experiment, the system chooses four
objects ( tele-control b, compact disc, toolbox and pad)
according to an empirical threshold of the saliency meas-
ure. The superpixel-SURF method is implemented over
these objects to obtain models. In the inference stage, the
confidence of each detection is calculated by Eq. (4).
When the confidence is too low by using the SURF mod-
el, the system reruns the voting method by using the su-
perpixel-SURF model. The result on the same 12 objects
is shown in Fig.5(b).

We also compare the performance of our system under
different sizes of the dictionary and illustrate the results in
Figs.5(b), (c) and (d). As one can see, all the results
by using the proposed hybrid system are much better than
those by using only SURF. Furthermore, as the size of the
dictionary increases, the performance is improved slightly.

Finally, we compare the JointBoost method in Figs. 6
(a) and (b). One can see that the JointBoost method
outperforms the probabilistic model under different sizes
of dictionaries. Although 12 different classifiers are re-
quired for obtaining the results on every frame, the com-
putation is still accepted since most of the weak classifiers
are efficiently shared over objects. Thus the increase in
inference time can be ignored. Also note that the im-
provement of performance from the larger dictionary is
not as obvious as that of the probabilistic model. This is
probably because the result is already saturated on the
dataset.

4 Conclusion

The system proposed in this paper utilizes the motion
information over frames to memorize the shown objects
and recognize them in new scenes. The training process
of the method only needs very simple interaction from us-
ers and it is almost transparent to non-expert users. We
can reach an average recognition rate of 98% on a 12-ob-
ject dataset. In particular, the system can automatically
adapt to the object texture level in order to recognize
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Fig.5 Confusion matrices of recognition by probabilistic mod-
el over 12 objects. (a) SURF only, 1 024 words; (b) Hybrid meth-
od, 625 words; (c) Hybrid method, 1 024 words; (d) Hybrid meth-
od, 3 125 words
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Fig.6 Confusion matrices of recognition by JointBoost method
over 12 objects. (a) Hybrid method, 1 024 words; (b) Hybrid
method, 3 125 words

textured as well as textureless colored objects. Here we
organize the experiments over a dozen different daily ob-
jects because we aim to implement an online learning sys-
tem on the robot and to encourage the interaction learning
between the human and the machine.
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