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Abstract: To realize high-precision automatic measurement of
two-dimensional geometric features on parts, a cooperative
measurement system based on machine vision is constructed.
Its hardware structure, functional composition and working
principle are introduced. The mapping relationship between
the feature image coordinates and the measuring space
coordinates is established. The method of measuring path
planning of small field of view (FOV) images is proposed.
With the cooperation of the panoramic image of the object to
be measured, the small FOV images with high object plane
resolution are acquired automatically. Then, the auxiliary
measuring characteristics are constructed and the parameters of
the features to be measured are automatically extracted.
Experimental results show that the absolute value of relative
error is less than 0.03%
measurement system to gauge the hole distance of 100 mm
nominal size. When the object plane resolving power of the
small FOV images is 16 times that of the large FOV image,
the measurement accuracy of small FOV images is improved
by 14 times compared with the large FOV image. It is suitable
for high-precision automatic measurement of two-dimensional
complex geometric features distributed on large scale parts.
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when applying the cooperative

two-dimensional geometric

n some manufacturing industries such as precision ma-
I chinery and household appliances, the measurement of
two-dimensional geometric features, especially complex
features such as curves and hole distance, is inefficient
and unstable, which has greatly restricted the production
levels on the spot of large batch assembly line produc-
tion. In recent years, with the rapid development of ad-
vanced manufacturing technology, the test and metrologi-
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cal technology is required to change from traditional non-
spot to manufacturing spot and from traditional afterwards
measurement to in-process measurement'''. It has been an
important developing direction to realize high-precision,
large range, automatic and digital measurement at the
manufacturing spot'”’. Because of the advantages of non-
contact, rich information, easy-to-get automatization and
intellectualization, machine vision measurement (MVM)
has become an innovative approach for measurement and
inspection in the manufacturing process™ ™.

In the existing MVM technologies of two-dimensional
geometric features, the study and the application of mi-
croscopic feature measurement and control with high-pre-
cision and automatization are relatively successful”®™®.
This is owing to the fact that the target can be observed
with high resolution in a single image while the measuring
scope is small'”’. When the feature size is up to 50 to 500
mm or even larger, in order to obtain higher measurement
accuracy, the image with a high object plane resolution is
required. In this aspect, two MVM methods that are re-
spectively based on image mosaic technology™ and se-
quential partial images™ have made some useful explora-
tion. However, when the amount of high resolution ima-
ges that need mosaic technology is numerous, the MVM
using mosaic technology can hardly meet the demands of
fast in-situ measurements. Moreover, this method needs
to artificially add the characteristics of the points or lines
on the parts to be measured, which is inconvenient to be
carried out on the spot of automatic measurement''”. As
for the MVM technology based on sequential partial ima-
ges, it only applies to the measurement of straight edge
parts and linear geometric features'"'. Furthermore, it
does not have the function of automatic measurement. In
industrial practice, the measurement system integrating
MVM technology with CMM has achieved good
effects'”. However, this scheme still cannot realize au-
tomatic measurement due to the lack of the whole infor-
mation of the parts to be measured. In addition, its meas-
urement accuracy depends on the precision of mechanical
coordinates. The high-precision mechanical coordinates
will bring about a complex measurement system, high
manufacturing cost, high requirements for the control o-
ver the measurement environments such as temperature
and the subsequent high use cost.

To realize high-precision automatic measurement of the
two-dimensional complex geometric features on larger
parts, an MVM system with the cooperation of multiple
FOV is constructed.
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1 Cooperative Measurement System Based on
Machine Vision

1.1 Hardware and functional composition

The cooperative measurement system based on machine
vision is constructed as shown in Fig. 1. It is mainly com-
posed of the mechanical subsystem, the optical imaging
subsystem, the motion control subsystem, the image ac-
quisition subsystem, the image processing subsystem and
the database subsystem. The mechanical subsystem is
used to construct the physical space for automatic meas-
urement. It consists of XYZ three-directional moving co-
ordinates and the rotating mechanism of a small FOV
camera. The optical imaging subsystem is composed of a
light source, a large FOV lens and a small FOV telecen-
tric lens. The motion control subsystem controls the dis-
placement of the three coordinates and the rotation of the
small FOV camera. The image acquisition subsystem au-
tomatically collects the panoramic image of large FOV
and sequential images of small FOV. The image process-
ing subsystem mainly completes the tasks of identifying
the features to be measured in the large FOV image,
planning the measuring path of small FOV images and ex-
tracting the dimensional characteristics in sequential small
FOV images. The database subsystem stores the direction
and position data of the features identified in the large
FOV image. The parameters of the measured features are
also stored in the database.

Motion control subsystem
Movement of X, Y, Z coordinates e
Rotation of small FOV camera

Image acquisition Image processing Database
subsystem | [ subsystem [ subsystem
l_""':-.'-""\
Panoramic image | T Direction and
of large FOV | ldentitying features prSitiOﬂ of festures
Sequential -151;;;‘3_3‘ Partial parameters | |Complete parameters
of small FOV T  of features ™ of features
——— Optical imaging
subsystem

Mechanical structure
subsystem
3-D measurement space Light source and lens

Fig.1 Composition of the cooperative measurement system

1.2 Working principle

The working principle and steps of the cooperative
measurement system are as follows:

1) Calibrating measuring space and identifying features
to be measured

A three-dimensional measuring space O, XYZ is con-
structed as shown in Fig. 2. Suppose that the area of the
objects to be measured is F,. First, the measuring plane
is calibrated at O, and the panoramic image of the target
area S, is taken at O,. It should be ensured that the ima-
ging FOV F |, is a little bigger than F,. Then, the map-
ping relationship between the image coordinate and the
measuring space coordinate is established. After that, the
features to be measured are identified in the large FOV

image and the direction and position coordinates of these
features in the measuring space are calculated.

Sy (Fy)

Fig.2 [Illustration of the measuring space

2) Planning measuring path of small FOV images and
acquiring small FOV images

According to the size of the small FOV and the direc-
tion and position of the features to be measured, an opti-
mized acquisition path of the small FOV images is ob-
tained through the specific algorithm. Then, the sequen-
tial small FOV images are automatically collected accord-
ing to the path. As shown in Fig.2, O, is the plane of the
camera position while acquiring the sequential small FOV
images S,,(i=1,2, ..., n). It should be noted that the im-
age plane S,, (1 <k <n) is rotated relative to the large
FOV image S,

3) Extracting parameters of features to be measured

According to the position of the small FOV images in
the measuring space and the distribution of the geomet-
rical features in the images, the auxiliary measuring char-
acteristics are constructed in the overlapping areas of the
sequential small FOV images and the homonymous char-
acteristics are matched. After that, in each small FOV
image, the partial parameters of the features to be meas-
ured are extracted through the coordinates of the features
and the auxiliary measuring characteristics. Then the local
measuring errors are estimated and compensated for. Fi-
nally, in accordance with the direction and position of the
small FOV sequential images in the measuring space, the
local parameters are added up and the whole parameters of
the features to be measured are derived.

2 Relationship Between Image Coordinates and
Measuring Space Coordinates

As shown in Fig. 3, a measuring space coordinate sys-
tem O,XYZ is established, which is the physical space
where all the measuring activities are carried out. Sup-
pose that the target to be measured is located in the plane
X0,Y. O,XY is addressed as a measuring plane coordi-
nate system. The camera optic axis oo'is always parallel to
axis Z. The fields of view with different sizes can be ob-
tained through adjusting the Z coordinate value of the point
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o'in O,XYZ. Different regions of the measuring plane
can be imaged by altering the X coordinate value and/or
the Y coordinate value of the point o’. oxy is the object
plane coordinate system, which is used to determine the
direction and position of the imaging FOV in the measur-
ing space. oxy and O, XY are in the same plane. The ori-
gin o is the intersection of the camera optical axis and the
measuring plane. o,uv is the image coordinate system. The
axis u represents the horizontal ordinate of the image,
which is parallel to the x axis of the object plane coordi-
nates. The v axis is the vertical coordinate of the image,
which is parallel to the y axis. The unit of the image coor-
dinates can be pixels or floating-point numbers''" .

Fig.3 Measuring space coordinate system, object plane coor-
dinate system and image coordinate system

Suppose that p is a point in a two-dimensional target.
Its coordinate in oxy is (x, y) and in O XY is (X, Y).
The relationship between the object plane coordinates and
the measuring plane coordinates can be expressed as

s -—sinfh X
N L
_Emo cosf Hy 0" 1 =01y
1 () 0 1 1 1 1
(D

where 0 is the rotating angle of the object plane over the
measuring plane; R is the rotating matrix; T is the two-
dimensional translation vector with T=[X, ¥,]", which
is the coordinate vector of o in O0,,XY; and C is the coor-
dinate transformation matrix.

After the measurement system is calibrated, suppose
that the pixel equivalent of the object plane coordinate
scale in the image coordinate system is ox and 8y and the
projection of point p(x, y) in the image coordinate system
is p;(u, v). The relationship between the image coordi-
nates and the object plane coordinates can be derived as

[ e ilel]

% 0,

where (u,, v,) is the image coordinate of o , which is

0’

the projection of o, i.e., the center point of the image.

Substituting [x, y, 1] into Eq. (1), the mapping rela-
tionship between the image coordinates and the measuring
plane coordinates is obtained as
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u
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where CQ is a 3 x3 invertible matrix. Thus, the follow-
ing equation can also be derived as

[« v 11"=Q°'C'[x Y 1]" (4)
where
e, 0 u
= EO 176, v, E
0 .
[Fos6  sing  —X cosf - Y, sind—
= Hsing cos®  X,sing - ¥,cos6 H
L1o 0 1 L]

It is clear that the mapping relationship between the im-
age coordinates and the measuring space coordinates is es-
tablished by Eqgs. (3) and (4). The specific values can be
figured out as long as R, T, &x and 8y are known.

3 Measuring Path Planning of Small FOV Images

After the features to be measured are identified in the
large FOV image, the measuring path of small FOV ima-
ges can be planned according to the size of the small FOV
and the shape, the direction and the position of the fea-
tures in the large FOV image. Two problems must be
solved when the measuring path is planned. One is how
to determine the numbers of the small FOV images; the
other is how to obtain the measuring space coordinates of
every image. The measuring path must satisfy four basic
conditions:
characteristics in small FOV images should be easy to be
identified and the identification accuracy should be as
high as possible; 2) In a segment of the measuring path,
the angle of the image plane should be kept consistent to
avoid the difficulties of feature matching caused by the
relative rotation between images; 3) The auxiliary meas-
uring characteristics should be parallel to the row or col-
umn direction of the image, which can ensure the accura-
cy of matching the homonymous characteristics; 4) Un-
der the condition that the auxiliary measuring characteris-
tics can be matched reliably, the number of small FOV
images should be minimal to minimize cumulative errors.

1) The features to be measured or partial

For the specific features to be measured, which are con-
strained by the above four conditions, an optimized meas-
uring path can be figured out.

As shown in Fig. 4,
tance between O, and O, is taken as an example to explain

the measurement of the hole dis-
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the method of the measuring path planning of small FOV
images. the ac-
quisition of the small FOV sequential images should be a-
long the center line O,0,. According to the condition 1),
the round hole should be imaged near the image center as
shown in Fig.4 (a). This can eliminate the influence of
distortions and obtain higher accuracy of the feature hole.
According to the condition 4), in order to minimize the
numbers of small FOV images,
should be imaged near the image edge as shown in Fig. 4
(b). Thus, there are two schemes for choice as indicated
in Fig.4(a) and Fig.4(b). The test shows that the meas-
uring accuracy of the hole distance mainly depends on the
coordinate accuracy of the hole centers and the matching
accuracy of the sequential images. Therefore, the scheme
shown in Fig. 4(a) is more conducive to improving the
measurement accuracy. In this scheme,
first small FOV image is coincident with the center of the

According to the conditions 2) and 3),

the two round holes

the center of the

first hole. The coordinates of its collecting position in the
measuring space can be obtained by substituting the image
coordinate of the hole center in the large FOV image into
Eq. (3). The acquisition parameters of the remaining small
FOV images can be calculated by the following equations:

| |

_@ ______ @l

! (a) v

_@?._.___.__ ..... _

(b)

Fig.4 [Illustration of measuring path planning. (a) Round hole
near the image center; (b) Round hole near the image edge

n=n, +2 (5)

m =ceil (7=50) (6)
D-H

mlz%(H+ . ) (7)

m, =2=H (8)

where n is the total number of small FOV images that
need to be collected between two holes; 7, is the number
of small FOV images except the first and the n-th image;
m, is the moving distance from the position of collecting
the first image to that of collecting the second image. The
displacement of the n-th image relative to the (n —1)-th
image is also m,. m, is the displacement of collecting the
k-th(k=3,4, ..., n — 1) image relative to the (k — 1)-th
image; D represents the distance between two holes,
which can be substituted with the measured value in the

large FOV image; H represents the transverse size of the
small FOV; § is the pixel equivalent value of small FOV
images; e is the displacement error factor of the measur-
ing device, and it generally takes the value of three times
the locating error; ceil( - ) is the rounding function, i.
e., to take the smallest integer greater than or equal to
the value of the expression.

4 Experiment and Results

The part to be measured is an instrument base. The di-
ameter of the circular base is ¢150 mm. Six round holes
O, to O¢ with ¢10 mm nominal diameter are evenly dis-
tributed along the circumference of ¢p100 mm in the base.
They are used to locate six spindles. The positions of the
six holes need to be precisely controlled. Their relative
locations can be referred to in Fig.5. The application of
the cooperative measurement system is illustrated through
the experiment of measuring the distances of 0,0,,
0,0,, and 0,0;.

In the experiment, two Basler CCD cameras with reso-
lutions of 1 390 x 1 038 pixels and 2 448 x 2 050 pixels
are adopted, which are labeled as No. 1 and No. 2, re-
spectively. The No. 1 camera is used to collect the large
FOV image in the measuring space while the No. 2 to col-
lect the sequential images of small FOV. The No. 1 cam-
era is matched with a fixed focal lens. The FOV is
208. 08 mm x 155. 39 mm when imaging clearly. In these
settings ,
ured. The No. 2 camera is allocated with a telecentric
The FOV is set to be 22. 89 mm x 19. 17 mm. It is
used to observe the holes with high accuracy. The meas-
urement system is calibrated with a national second class
standard line scale. The calibrating data of the system are
given in Tab. 1.

it can take a full image of the object to be meas-

lens.

Tab.1 Calibration data

Camera §/(mm - pixel ')
No. 1 0.1497
No.2 0.009 35

After calibrating the system,
the part to be measured is collected by the No. 1 camera,
which is shown in Fig. 5. In this experiment, the imaging
parameters of the large FOV are as follows:

[l 0 1520 695. 5
0_[0 1]’ 913] [519.5

5,=8,=8=0.1497

the large FOV image of

According to Eq. (3), the point (X, Y) in the meas-
uring plane corresponding to the pixel point (u«, v) in the
large FOV image is obtained by

X 0.1497 0 47.883 74 pu
Y| = 0 0.1497 13.5309] [v] (9)
1 0 0 1 1
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X,
Y

Fig.5 Features and pixel coordinates identified in large FOV image

After identifying the features in the large FOV image,
the pixel coordinates of the center of circular holes (X,
Y,) and their diameters can be obtained through fitting
the boundary points of the identified features. The results
are shown in Fig. 5. The values of the holes distances and
the measuring space coordinates of O, to O, are calculated
according to Eq. (9), which are listed in Tab. 2.

Tab.2 Coordinates and size of the features in large FOV

Number of holes  (X.,Y,)/mm &,/mm D, ;/mm 6,/(°)

0, (101.8198,91.1597)  9.935

100.392 180
o, (202.2094, 90.4133)  9.834
0, (126.666 1, 47.5265)  9.764

100.398 120
0 (177.509 8, 134.0982) 9. 804
0, (176.8051, 47.1521)  9.763

100.437 60
0, (127.2613, 134.5197)  9.871

By substituting the distance D, ,,,listed in Tab. 2 into
Egs. (6) to (8), the acquired direction and position of
the small FOV sequential images are obtained. The meas-
uring path is shown in Fig. 6

After collecting the small FOV images, the auxiliary
measuring characteristics are constructed and matched. As
shown in Fig. 7, dimensional characteristics f; (i=1,2,
<+, 3;j=1,2,---, 6) are constructed in sequential ima-
ges S,. In order to simplify the calculation of the search
area for the matched characteristic f;, f;, the characteris-
tic to be matched should be located in the central sections
of the overlapping areas. The matched characteristic f; is
searched in the sequential image S, ;,,. After eliminating
the gross errors of the matched points, the mean value of

the abscissa of the matched points is taken, and the nu-
merical coordinate dex(f}) of f} is derived.

Fig. 6 Illustration of the measuring path of small FOV images

In Fig.7, G, is the distance between the center of O,
and the auxiliary measuring characteristic f,. The coordi-
nates of the circle centre are derived by fitting the pixel
points located in the circumference of the holes. G, is the
distance between the center of O,,, and the auxiliary
measuring characteristic fj;. L, is the distance between the
dimensional characteristic line f; ;,, and the matched line
fi- D;,.s s the hole distance between O, and O These
dimensional characteristics can be calculated using the

measuring method based on sequential partial images'""” .

i+3°

& fulfl)  fo(fh) Sfulfis) fs(fis) &2
i T l i l i
Sa I E Sa ! ( ( ! Sis i I Sis
= @ p— — 1|_.~_

1) 1 \ \
] ] \ v 1
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Fig.7 Schematic diagram of measurement of small FOV images

The measured values of the distances between six holes
are given in Tab.3. From Tab. 3, it can be seen that the
absolute value of relative errors is less than 0. 03% when
using small FOV images to gauge the holes distances.
The measurement accuracy of the small FOV images is
improved by more than 12 times compared with that of
the large FOV image. This proves that it is reasonable to
use the large FOV image to guide and small FOV images
to measure in the cooperative measurement system.

Tab.3 Results of the cooperative measurement

Holes Value of dimension characteristics/pixel Measured CMM Relative
distances G, L, L, L, L, G, value L,/mm measured value/mm error/ %
0,0, 1117.08 2 159.07 2 060. 48 2 060. 24 2159.99 1143.76 100. 051 100. 069 -0.018
0,0, 1133.78 2157.36 2058.20 2061.18 2 155.09 1136.31 100. 063 100. 088 -0.025
0,0, 1131.40 2157.65 2059.27 2058.97 2157.79 1144.97 100. 139 100. 111 +0.028
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5 Conclusion

Aiming at the requirements of high-precision, large
range, automatic and digital measuring and detecting tech-
nology on the advanced manufacturing spot, a cooperative
measurement system based on machine vision is set up. Its
composition and principle are introduced. The mapping re-
lationship between the image coordinates and the measur-
ing space coordinates is established. The method of plan-
ning the measuring path is developed. Experimental results
verify that the cooperative measuring method can realize
the high-precision automatic measurement of two-dimen-
sional geometric features on large size parts. The coopera-
tive measurement system well regulates the commonly ex-
isting contradiction between the resolution and the measur-
ing range in the MVM. Meanwhile, it fully exploits the
potentials of physical features of the imaging device. It has
the advantages of simple structure, low use cost and high
digital degree. Its measuring accuracy is not affected by
the precision of the mechanical coordinates. It is suitable
for high-precision automatic measurement of two-dimen-
sional geometric features in the field of industry.
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