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Abstract: A new method for combining features via
importance-inhibition analysis ( IIA) is described to obtain
more effective feature combination in learning question
classification. Features are combined based on the inhibition
among features as well as the importance of individual
features. Experimental results on the Chinese questions set
show that, the IIA method shows a gradual increase in average
and maximum accuracies at all feature combinations, and
achieves great improvement over the importance analysis(IA)
method on the whole. Moreover, the IIA method achieves
the same highest accuracy as the one by the exhaustive
method, and further improves the performance of question
classification.
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A utomatic question answering ( QA) " is a hot re-
search direction in the field of natural language pro-
cessing (NLP) and information retrieval (IR), which al-
lows users to ask questions in natural language, and re-
turns concise and accurate answers. QA systems include
three major modules, namely question analysis, para-
graph retrieval and answer extraction. As a crucial com-
ponent of question analysis, question classification classi-
fies questions into several semantic categories which indi-
cate the expected semantic type of answers to questions.
The semantic category of a question helps to filter out ir-
relevant answer candidates, and determine the answer se-
lection strategies.

In current research on question classification, the meth-
od based on machine learning is widely used, and fea-
tures are the key to building an accurate question classifi-
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based on the sparse network of winnows (SNoW) archi-
tecture, and made use of rich features, such as words,
parts of speech, named entity, chunk, head chunk, and
class-specific words. Zhang et al. ' proposed a tree ker-
nel support vector machine classifier, and took advantage
of the structural information of questions. Huang et
al. "™ extracted head word features and presented two ap-
proaches to augment hypernyms of such head words using
WordNet. However, when used to train question classifi-
ers, these features were almost combined incrementally
via importance analysis (IA) which is based on the im-
portance of individual features. This method is effective
when using only a few features, but for very rich fea-
tures, it may prevent question classification from further
improvement due to the problem of ignoring the inhibition
among features.

In order to alleviate this problem, this paper proposes a
new method for combining features via importance-inhibi-
tion analysis (IIA). By taking into account the inhibition
among features as well as the importance of individual
features, the IIA method more objectively depicts the
process of combining features, and can further improve
the performance of question classification. Experimental
results on the Chinese questions set show that the ITA
method performs more effectively than the IA method on
the whole, and achieves the same highest accuracy as the
one by the exhaustive method.

1 Feature Extraction

We use an open and free available language technology
platform (LTP) (http: //ir. hit. edu. cn/demo/Itp) which
integrates ten key Chinese processing modules on mor-
phology, word sense, syntax, semantics and other docu-
ment analysis, and take the question “F [E W} — 5570 it
Z 3148 1y B 22 7( Which river flows through most prov-
inces in China?)” as an example. The result of word seg-
mentation, POS tagging, named entity recognition and
dependency parsing of the sample question is presented in
Fig. 1.

We extract bag-of-words ( BOW),
(POS), word sense ( WSD, WSDm),
(NE), dependency relation (R) and parent word (P) as
basic features. Here, WSD is the 3-layer coding, i.e.,
coarse, medium and fine grained categories in the
semantic dictionary “TongYiCiCiLin”, while WSDm is the

part-of-speech
named entity
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Fig.1 Analysis result of the sample question with LTP platform

2-layer, i.e., coarse and medium grained word catego-
ry. Tab.1 gives the features and their values of the sam-
ple question.

Tab.1 Features and their values of the sample question
Feature Values
BOW i, W, —, 5%, TR, &0, B, A0 . £ ?

POS ns,r,m, q, n,p,u,d,a, wp
NE (E,Ns,S), (—,Nm,B), (%, Nm, E)

WSD Di02, Ka35, Dn04, Dn08, Be05, Kb06, KdO1, Di02,
Ka02, Dn05, -1
WSDm  Di, Ka, Dn, Be, Kb, Kd, Di, -1
R ATT, QUN, DE, SBV, ADV, HED

P 2 T 19, B, 2

2 Combining Features via Importance-inhibition
Analysis

The basic features described above belong to different
syntactic and semantic categories, and contribute to ques-
tion classification from various levels of language knowl-
edge. We combine these basic features to further improve
the performance of question classification.
BOW feature is the basis of other features,
combined with other features. For example, the POS fea-

Since the
it is always

ture follows the BOW feature when these two types of
features are combined.

With respect to the methods for combining features,
the most intuitive one is the exhaustive method which lists
all the feature combinations one by one. The exhaustive
method is inefficient and not feasible in practical applica-
tions. In existing literature, combining features is con-
ducted just on the basis of the importance of the features.
this method may prevent it from further im-
provement on question classification due to the problem
of ignoring the inhibition among features. For example,
the dependency relation feature R and the POS feature be-
long to the same syntactic category, and they both con-
tribute to question classification. However,
ers POS to a large extent in syntactic expression, R will
inhibit POS when they appear in the same feature combi-
nation. Similarly, the word sense features WSD and WS-
Dm belong to the same semantic category, since the
difference between WSD and WSDm is not obvious, they
will inhibit each other when they are present at the same

However,

since R cov-

feature combination. From the above discussions, we
find that an effective method for combining features
should take into account the inhibition among features as
well as the importance of individual features.

In this paper, we propose a new method for combining
features via importance-inhibition analysis. Before intro-
ducing the IIA method in detail, we should specify some
notations. In our importance-inhibition analysis setting,
the feature set is a basic concept following the common
feature combination.

A feature set F consists of each feature f, extracted from
..}; F'is a subset of
F, and consists of each feature f” which has side effects
ie. FF={f"1]i=1,2,..};
F' denotes the j-th one in the i-th round of feature com-

a question, i.e. F={f \ i=1, 2,
for feature combinations,

bination, and it is a subset of F; F, denotes a feature
combination with the highest accuracy in the i-th round,
and it is also a subset of F.

Now we can give some formal definitions.

Definition 1 (importance) Given features f, and s S
is more important than f; if the accuracy of f; is higher
than that of f;.

Definition 2 (inhibition)
ture combination F”, there exists inhibition between F,"”

Given a feature f, and a fea-

and f, if the accuracy of the feature combination F\” U {f,}

is lower than that of F\” or f,.
Definition 3 (k_ary combination)

F”, it is a k_ary feature combination in which k features

Given a feature set

are contained.

Definition 4 (best k_ary combination) Given a (k —
1) _ary combination F\” and a candidate feature f,, F\” U
{f.} is the best k_ary combination if it has the highest ac-
curacy in the current round of feature combinations.

Now let us move to the details of the IIA method.
From the above definitions, we can easily see that, given
features f,, f, and a feature combination F;”, the accuracy
of F” U {f,}is not always higher than that of F{" U {f,}
when f; is more important than f;. By taking into account
the inhibition among features, we combine features via a
heuristic algorithm. First, choose BOW as the best 1_ary
feature combination, and combine each candidate feature
from the rest with BOW to form 2_ary feature combina-
tions. Then choose the one with the highest accuracy as
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the best 2 _ary feature combination, and filter out those
features lower than the best 1_ary feature combination.
Finally, repeat the above steps until the current candidate
feature set is empty or all the feature combinations are no
longer higher than the highest in the previous round.
Algorithm 1 gives the implement of the IIA method.
Algorithm 1
rithm
Input: F
Output: F”
1) n features to form feature set F;
2) F) =F" = {BOW};
3) F=F-F; F' =,
4) Fori=2ton
for j=1 to |F|
FO =F U}
if the accuracy of F\” is lower than
that of F;", then F' =F" U {f };
find the best combination F," from F\", F*,
e FV

Importance-inhibition analysis algo-

if the accuracy of F, is lower than that of
F/ , then quit loop and output F, ;
F=F-F'
5) Output F\” is the final best combination.

The ITA method is on the basis of the (k —1)_ary fea-
ture combination to obtain the best k_ary one, so com-
pared with the exhaustive method, it can significantly im-
prove the efficiency of feature combination. In addition,
since the IIA method takes into account the inhibition
among features as well as the importance of individual
features, compared with the IA method, it can more ob-
jectively depict the process of combining features and en-
sure a better performance of question classification.

3 Experimental Results and Analysis

3.1 Data set and evaluation

In our experiments, we use the Chinese questions set
provided by IRSC lab of HIT (http: //ir. hit. edu. cn),
which contains 6 266 questions belonging to 6 categories
and 77 classes.

The open and free available Liblinear-1. 4 (http: //
www. csie. ntu. edu. tw/ ~ cjlin/liblinear/) which is a
linear classifier for data with millions of instances and
features which is used to be the classifier. We use 10-fold
cross validation on the total question set to evaluate the
performance of the question classifications.

3.2 Combining features via IIA

According to the ITA method, we take BOW as the ini-
tial feature, and combine POS, NE, WSD, WSDm, R
and P features gradually to form feature combinations,
such as 2_ary, 3_ary, 4_ary and so on. The accuracies of
individual features are presented in Fig.2(a). Figs.2(b)

to (d) list all the accuracies of 2_ary, 3_ary and 4_ary
feature combinations respectively, where Basel, Base2
and Base3 stand for the corresponding best 1_ary, 2_ary,
3_ary feature combinations.

65
2
545
3
S 25
1 1 1 J
POS NE WSD WSDm R P
Feature
(a)
81.4
sl
g 80. 8
3
ég 80.2
79.6
1 1 1 1 1 1 ]
Basel Basel Basel Basel Basel Basel Basel
+POS +NE 4+WSD +WSDm +R  +P
2_ary combination
(b)
81.9
- 81.7
g
3 81.5
Q
<
81.3
1 1 1 1 ]
Base2 Base2  Base2  Base2  Base2
+POS +WSD + WSDm +P
3_ary combination
(e)
82.51
82.3L
'l -
g 82.1
3 81.9+
Q
<
81.7f
81.5-
1 1 1 ]
Base3 Base3 Base3 Base3
+POS +WSDm +P

4_ary combination

(d)

Fig.2 Accuracies of n_ary feature combinations. (a) 1_ary;
(b) 2_ary; (c) 3_ary; (d) 4_ary

In Fig.2(b) and Fig.2(c), the P feature has the high-
est classification accuracy among all the candidates, but
the accuracies of Basel + P and Base2 + P are not the
highest in all the 2_ary and 3_ary feature combinations,
respectively. In particular, the accuracy of Basel + P is
the last but one in all the 2_ary feature combinations.

In Fig.2(b), the accuracy of Basel + NE is lower than
that of Basel, so NE is no longer considered in subse-
quent rounds. Similarly, in Fig.2(d), the accuracies of
Base3 + POS and Base3 + WSDm are both lower than that
of Base3, so POS and WSDm are not considered in sub-
sequent rounds. This is greatly convenient for filtering
noise features.

In Fig.2(c) and Fig.2(d), the accuracies of Basel +
NE, Base3 + POS, Base3 + WSDm are lower than those
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of Basel and Base3, respectively. The reason is that R
covers POS to a large extent in syntactic expression, and
the difference between WSD and WSDm is very small.
As a result, there exists the inhibition among features
when they are in the same feature combination.

3.3 Performance comparison with IA

In order to verify the efficiency and effectiveness of

shows the accuracies of the feature combinations via IIA
and IA, respectively, where the “2_ary” column means 2
_ary combinations, the “Base” row denotes the best (n —
1) _ary combinations, “ + POS” row means the feature
combined with its baseline, the accuracy in bold means
the maximum of n_ary combinations, and the one in bold
with underline shows the maximum of all the combina-

IIA, we conduct performance comparison with IA. Tab.2 tons.
Tab.2 Accuracies of feature combinations via IIA and 1A %
Feature 1A 1A
2_ary 3_ary 4_ary 2_ary 3_ary 4_ary 5_ary 6_ary 7_ary
Base 80.194 7 81.311 8 81.886 4 80.194 7 80.497 9 81.678 9 81.583 1 81.583 1 82.269 4
+POS 81.008 6 81.311 8 81.838 5 81.583 1
+NE 79. 668 82.189 6
+ WSD 81.104 4 81.886 4 81.678 9
+ WSDm 80.880 9 81.662 9 81.487 4 81.583 1
+R 81.3118 82.269 4
+P 80.497 9 81.790 6 82.413 80.497 9

Fig. 3 conducts the comparison of average and maxi-
mum accuracies between IIA and IA, where the X axis
denotes n_ary feature combinations, the Y axis denotes
classification accuracies.

—&— Accuracy of IA
—m— Average accuracy of IIA

8.6 —&— Maximum accuracy of ITA

82.2
81.8
81.4
81.0
80' 6 1 1 1 1 ]
2_ary 3_ary 4_a S_ary 6_ary 7_ary
Feature combination

Accuracy

Fig.3 Performance comparison between IIA and IA

From Fig. 3, we can see that IIA shows a gradual in-
crease in average and maximum accuracies in all the fea-
ture combinations, while IA shows a slight decline in ac-
curacy at the 4 _ary and 7_ary ones. The reason is that
ITA is based on the best previous feature combination to
obtain the current one. In addition, ITA performs as well
as IA in average accuracy at 3_ary feature combinations,
and achieves a great improvement over IA in average and
maximum accuracies at 2_ary and 4_ary feature combina-
In particular, IIA achieves 0. 813 9%
0.829 9% higher than TA in average and maximum accu-
racies at 4 _ary feature combinations, so we can draw a
conclusion that ITA performs significantly better than IA
on the whole.

In order to further verify the efficiency and effective-
ness of IIA, we conduct performance comparison with the
exhaustive method. Experimental results show that the
exhaustive method carries on 6 rounds for acquiring 63
feature combinations, while IIA does 3 rounds with 13
feature combinations gained. This demonstrates that ITA
is much more efficient and feasible than the exhaustive

tions. and

method in practical applications. Furthermore, IIA gets
the accuracy of 82.413% which is the highest one gained
by the exhaustive method.

4 Conclusion

In this paper, we propose a new method called IIA to
combine features via importance-inhibition analysis. The
method takes into account the inhibition among various
features as well as the importance of individual features.
Experimental results on the Chinese question set show that
the ITA method performs more effectively than the IA
method on the whole, and achieves the same highest ac-
curacy as the one gained by the exhaustive method.

The IIA method is a heuristic one in nature, and may
be faced with the problem of a local optimum. In our fur-
ther work, we will make great efforts to achieve more ef-
ficient and effective optimization for combining features.
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