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Abstract: In order to improve the performance of speech
emotion recognition,
proposed. Based on the global features, the local information
of different kinds of features is utilized. Both the global and
the local features are combined together. Moreover, the
multiple kernel learning method is adopted. The global
features and each kind of local feature are respectively
associated with a kernel,
together with different weights to obtain a mixed kernel for
nonlinear mapping. In the reproducing kernel Hilbert space,
different kinds of emotional features can be easily classified.
In the experiments, the popular Berlin dataset is used, and the
optimal parameters of the global and the local kernels are
determined by cross-validation. After computing using
multiple kernel learning, the weights of all the kernels are
obtained, which shows that the formant and intensity features
play a key role in speech emotion recognition. The
classification results show that the recognition rate is 78. 74%
by using the global kernel, and it is 81.10% by using the
proposed method, which demonstrates the effectiveness of the
proposed method.
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a novel feature fusion method is

and all these kernels are added

he task of detecting emotions in speech utterances
has become an active field in human-computer inter-
action and communication'". A speech emotion recogni-
tion system mainly includes feature extraction and classifi-
cation. And how to extract suitable features that efficient-
ly characterize different emotions is an important issue.
Prosodic features and voice quality features have been
widely used in speech emotion recognition and obtained
good performance in emotion classification'”™'. Of these,
pitch, formant, energy, and speaking rate are widely ob-
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served to be most significant characteristics'”. Addition-
ally, spectral features are also effective features used to
discriminate emotional states™, such as linear predictive
cepstral coefficients (LPCC) and mel-frequency cepstral
coefficients (MFCC). In some research, low level fea-
ture modeling on a frame level is pursued. Furthermore,
linguistic features are often added these days'®. In the
first audio/visual emotion challenge, the audio baseline
feature set consists of many low-level descriptors with sta-
tistical functionals'”’. Different kinds of features provide
complementary information. So most of the existing
methods concatenate different kinds of features (the local
features) on high dimensional feature vectors ( the global
features) for training and classification.

The traditional feature fusion method only utilizes the
global information while the local information is missing.
Different kinds of local features are of different dimen-
sions and different space distributions, and they contain
their own local information. If such information is miss-
ing, the recognition rate will be decreased. To solve this
limitation, the global features and the local features are
combined together to obtain comprehensive information.
Additionally, in order to improve the recognition per-
formance, multiple kernel learning (MKL) "™ is adopted
in our method. The global feature is mapped through a
global kernel and each kind of local features is mapped
through a different local kernel. Then the global kernel
and the local kernels are combined together with various
weights for SVM classification.

1 Proposed Feature Fusion Method Based on MKL

In this section, the MKL method and a novel speech
feature fusion method based on MKL are introduced.

1.1 Multiple kernel learning

The goal of MKL is to learn a kernel machine with
multiple kernel functions'' . Specifically, suppose that M

base kernels k,,(m =1,2, ..., M) are given, and the en-
semble kernel function k is denoted by
M M
k(x,x) = Y Bk, (x, x) =0, Y8, =1
m=1 m=1
(1)

In this paper, the major task of MKL is to learn the co
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efficients 8, (m =1, 2, ..., M), such that the classifier
f(x) denoted by

flx) = 2 ayk(x,x) +b =

N M
D @y, > Bk, (x,x) +b (2)
i=1 m=1

can well classify the data points {x,,y,e 1} .

1.2 Proposed feature fusion method

The flowchart of the proposed feature fusion method in
speech emotion recognition is shown in Fig. 1. In this pa-
per, four kinds of features are adopted as the emotional
features and they are pitch-related features, formant-relat-
ed features, intense-related features and MFCC-related
features. Let x'"”, x®, x¥and x'¥ denote the feature vec-
tors consisting of the aforementioned four speech features
extracted from the same speech utterance. They contain
complementary discriminative information for speech
fusing the four feature

vectors will lead to a more powerful discriminative feature

emotion classification. Hence,

vector. One of the most popular feature fusion approaches
is to simply concatenate the feature vectors into a global
feature vector x, i.e.,

X = [x(l)T’ x(z)" x(3)T’ x(4)T] T (3)
Pitch | |Formant| |Intense MFCC Global
o || x® x® x® ¥
ky ky ky ky k
B B> Bs Bs Bo

!

7
K =gk + 2'1 Bukn

i

SVM

Fig.1 Flowchart of proposed feature fusion method in speech
emotion recognition based on MKL

The feature vector x includes the global speech infor-
mation, while the four feature vectors x'” (i =1,2, ...,4)
contain the local speech information.

In order to make the features more classifiable, MKL is
adopted for nonlinear mapping, where each kind of fea-
ture vector is associated with a kernel. For simplicity, the
kernel corresponding to the global feature vector x is
called the global kernel, whereas those corresponding to
the local features are called local kernels. The global ker-
nel K| is defined by

K, = k(x;, x;) (4)

The m-th local kernel K, is defined by

K,=k,(x".x")  m=12,..4 (5)

The global kernel and the four local kernels are com-
bined together with various weights. And then we obtain

4 4
K(‘xi’ x/) = BOk('xi’ xi) + zBmkm(xf"”)’ xj('ln) = ZB’”K”’
m=1

m =0

0<pB,<1;:YB,=lim=01,..4 (6)

where the weights 8, for each kernel indicate the impor-
tance of the associated features. Eq. (6) is the key of our
proposed feature fusion method. Based on the idea of
MKL, the feature fusion is made at the kernel level.
K(x;, x;) combine the global kernel with the local kernels
according to their importance.

After obtaining the mixed kernel K(x;, x;), we can pre-
dict the test sample using the SVM classifier. Given a test
data x, we first compute the global kernel function k(x,,
x) and the local kernel functions k, (x\",x") (m=1,2,
3,4). And then we obtain K(x,, x). The decision func-
tion for the test data is obtained as

fix) = sign( > v K(x, ) +b) (7

2 Experiments

In this section, some experiments are conducted on the
Berlin dataset'"” to evaluate the performance of our pro-
posed method in speech emotion recognition. The pro-
posed feature fusion method includes two steps. First, we
should search for the optimal kernel parameters o to com-
pute the local kernels k,, k,, k,, k, and the global kernel k.
Secondly, we search for a set of optimal weights 8, (m =
0, ...,4) to obtain the mixed kernel for SVM classifica-
tion.

2.1 Dataset and emotion feature selection

The Berlin dataset is one of the most popular datasets
used by researchers for emotion recognition. This dataset
contains the emotional utterances recorded by 10 German
actors reading one of 10 pre-selected sentences which are
typical of everyday communication. The utterances of the
dataset cover the following seven emotions: anger, bore-
dom, fear, disgust, joy, sadness, and neutral emotion,
in which the utterances corresponding to boredom and joy
emotions are removed in the experiments.

In this paper, two types of speech features , the tradi-
tional prosodic features and the spectral features'', are
extracted for emotion recognition. The prosodic features
consist of pitch, intensity and the first four formant fre-
quency profiles as well as their derivatives, while the
spectral features are comprised of the statistics of mel-fre-
quency cepstral coefficients ( MFCCs) and their deriva-
tives.

To extract the emotional speech features, the Praat



Novel feature fusion method for speech emotion recognition based on multiple kernel learning 131

12
software'"”!

quency (FO) features, the formant frequencies, the voice
intensity profiles and MFCCs. Then, the statistical fea-

is adopted to estimate the fundamental fre-

tures over the entire utterance are computed. In total, the
set of utterance-level prosodic features consists of the fol-
lowing 60 features:

® Mean, std, min, max, range of FO and its deriva-
tive;

® Mean, std, min, max, range of Fl, F2, F3, F4
and their derivatives;

® Mean, std, min, max, range of voice intensity and
its derivative.

Utterance-level spectral features are statistics of the
MFCC computed over the entire utterances. For each ut-
terance, 13 MFCCs (including log-energy) are computed
using a 25 ms Hamming window at intervals of 10 ms and
their derivatives. Then the mean value, standard devia-
tion, minimum, maximum and range over the entire ut-
terances are computed. In this case, the total number of
utterance-level spectral features is 130, i. e., mean, std,
min, max, range of MFCC and its derivative.

10 pitch-related features, 40 formant-related features,
10 intense-related features and 130 MFCC-related features
are concatenated into a 190-dimensional feature vector to
represent an utterance. So in our method, one global ker-
nel and four local kernels are adopted, which are corre-
sponding to the global features and four kinds of local
features, respectively.

2.2 Optimal parameter selection for kernels

The Gaussian kernel is the most commonly used kernel
function. So in this paper, only the Gaussian kernel is
adopted. The parameter o determines the distribution of
the kernel mapping. So we first search for the optimal o
for the global kernel and the local kernels.

X=A{x, i=1,2, ..., n} denote the training data and
X" = {x",m=1,2,3,4} denote the training data of the
m-th kind of features. A 10-fold cross-validation strategy
is adopted in the experiment. Specifically, the training
data is split into 10 subsets. One subset is used for testing
and the other nine subsets are used for training. A number
of parameters ¢ are tested separately. The ¢ of the global
kernel is tested using X, and the ¢, of the m-th local ker-
nel is tested using X . Then the ¢ corresponding to the
highest average correct rate are the optimal parameters,
which are listed in Tab. 1.

Tab.1 Optimal parameters for global kernel and local kernels

Feature Pitch Formant Intense MEFCC Global
o 2 000 20 000 100 200 20 000
2.3  Speech emotion recognition based on proposed

feature fusion method

To evaluate the effectiveness of our proposed feature

fusion method for speech emotion recognition, we should
first search for the optimal 8,,(m =0, ...,4) for the global
kernel and the local kernels by using the exhaustion meth-
od. And then the classification result using the global ker-
nel is compared with that using our proposed method.
Specifically, the whole training dataset is equally parti-
tioned into 10 subsets, and each time one subset is select-
ed as testing data and the other nine subsets are used for
4
training. B, (m =0, ..., 4), subject to ZIBM =1, are

m =0

given through a grid search using the range from 0 to 1 at
a step size of 0. 1. For each set of 8,, the experiments
are repeated with ten-fold cross-validation, and then the
average correct rate is obtained. The set of B8, correspond-
ing to the highest average correct rate are the optimal ker-
nel weights which are listed in Tab.2. From the table, it
is seen that the optimal weights 8, of pitch, formant, in-
tense, MFCC and the global features are 0. 1, 0.3, 0.3,
0.2 and 0. 1, respectively, which means that the formant
and the intense play the most important role in the speech
emotion recognition. The MFCC features come second
and the pitch features come last. The weight of the global
features is only 0.1, so if only the global features are
used, some important information on the local features
will be missed.

Tab.2 Optimal weights of global kernel and local kernels
Feature Pitch MFCC  Global
Weight 0.1 0.3 0.3 0.2 0.1

Formant Intense

With the optimal weights 3,,, the mixed kernel is com-
puted by Eq. (6). And then the classification rate with
the testing dataset is calculated. From Tab. 3, it is seen
that the correct rate with the proposed method is
81.10% . For comparison, the classification rate by only
using the global kernel with the SVM classifier is also cal-
culated, and the best classification rate is 78. 74% . The
recognition rate is improved by 2. 36% with the proposed
method, which shows the effectiveness of the proposed
method.

Tab.3 Comparison results of only using global kernel and
using proposed method
Method

Correct rate/ %

The traditional method The proposed method
78. 74 81.10

The confusion matrices of only using the global kernel
and of using the proposed method are shown in Fig.2 and
Fig.3. From Fig. 2, it can be seen that the recognition
rates of fear, disgust, neutral, sadness and anger are
65%, 47%, 77%, 86% and 95%, respectively. The
recognition rate of disgust is very low. However, in Fig.
3, with the proposed method, the recognition rates are
83%, 81%, 65%, 95% and 81% , respectively. The rec-
ognition rate of disgust is greatly improved from 47% to
87% . Though the recognition rates of neutral and anger
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Fear SN 0.;)0 0.‘17 0.69 0.'09
Disgust - 0.20 - 0.13 0.00 0.20
Neutral - 0.12 0.04
Sadness  0.10 0.05
Anger r 0.00 0.05
Ff;ar Di;gust Neu‘tra.l Sad;less Anger

Fig.2 Confusion matrix of using global features by SVM classifier

0.09 -

Fear 0.00
Disgust 0.07 0.00 -
Neutralf 0.00 0.00 -

Sadnesst 0. 00 0.00 0.05
Anger | 0.05  0.14  0.00
Ft;ar Dislgust Neultral Sadr;ess Anger
Fig. 3  Confusion matrix of using proposed feature fusion

method by SVM classifier

are decreased from 77% to 65% and from 95% to 81% ,
respectively, the recognition rates of the other emotions
are improved and the whole recognition rate is enhanced.
So our modified multiple kernel feature fusion method can
change the distribution of features in the high dimensional
space, which makes it more classifiable.

2.4 C(lassification rate with only individual local kernel
in speech emotion recognition

In this section, some experiments are conducted to
show the classification performance with only individual
local kernels. Each time, only one 8, is set to be 1 and
the other B, are set to be 0. The weights and the recogni-
tion rates are listed in Tab. 4. From the table, it is seen
that the recognition rates are 33.07%, 17.32%,
44.88% and 70.87% with pitch-related features,

mant-related features, intense-related features, and MF-

for-

CC-related features, respectively. The recognition rate of
our proposed method is better than any of those results
obtained with only individual local kernels. As shown
above, the proposed method is also better than the one

Tab.4 Classification rate with only local kernel in speech
emotion recognition

Feature Bi B Bs B

Correct rate/ %

Pitch 1 0 0 0 33.07
Formant 0 1 0 0 17.32
Intense 0 0 1 0 44. 88
MEFCC 0 0 0 1 70. 87

using the global kernel method. So the novel feature fu-
sion method is effective in speech emotion recognition.

3 Conclusion

In this paper, a novel feature fusion method for speech
emotion recognition based on MKL is presented. For tra-
ditional feature fusion methods, different kinds of features
are concatenated into a high-dimensional vector. Such a
concatenation only utilizes the global information, miss-
ing the local information. So, the local features are added
into the global features. Additionally, the multiple kernel
learning method is adopted to improve the performance.
One global kernel and four local kernels are combined to-
gether with optimal weights to form a mixed kernel,
which contains more comprehensive information. The
classification rate is 78. 74% by using the global kernel
method and it is 81. 10% by using the proposed method,
which demonstrates the effectiveness of the proposed
method in speech emotion recognition.
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