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Wheel center detection based on stereo vision
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Abstract: As the location of the wheel center is the key to
accurately measuring the wheelbase, the wheelbase difference
and the wheel static radius, a high-precision wheel center
detection method based on stereo vision is proposed. First,
according to the prior information, the contour of the wheel
hub is extracted and fitted as an ellipse curve, and the ellipse
fitting equation can be obtained. Then, a new un-tangent
constraint is adopted to the ellipse matching
precision. Finally, the 3D coordinates of the wheel center can
be reconstructed by the spatial circle projection algorithm with
low time complexity and high measurement
Simulation experiments verify that compared with the ellipse

improve

accuracy.

center reconstruction algorithm and the planar constraint
optimization algorithm, the proposed method can acquire the
3D the spatial
Furthermore, the measurements of the wheelbase,

coordinates  of circle more exactly.
the
wheelbase difference and the wheel static radius for three types
of vehicles demonstrate the effectiveness of the proposed
method for wheel center detection.
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he wheel center is an important measurement param-
T eter for measuring vehicle dimension parameters such
as the wheelbase, the wheelbase difference and the wheel
static radius, which can directly influence the accuracy.
Theoretically the wheel center is the center of the circu-
lar contour of a tire. So some researchers tried to handle
this problem by the Hough transformation'' ™.
this method has some shortcomings: 1) When the optical
axis of the camera is not perpendicular to the tangent
plane of the tire, it is prone to generate a faked circular
contour of the tire due to the tire tread; 2) The vehicle
load may deform the circular contour of the tire. So the
center of the rounded contour of the tire image is actually
not the wheel center which cannot be extracted by detec-
ting and fitting the rounded contour of the tire image.

However,
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Furthermore, the pinhole model is one of the perspective
projection transformation models, and it is not a confor-
mal transformation. This implies that through perspective
projection, the circle keeps its round shape no longer and
the circle center may change its position. So the center of
the fitting ellipse in image does not coincide with the pro-
jection point of the spatial circle center. For these rea-
sons, the method using the fitting ellipse center proposed
in Refs. [3,5 —6] cannot obtain the correct results.

Some scholars have done much research and proposed
the following solutions:

1) The distortion error model for the circle center
This model gives error compensation formulae which can
correct the center coordinates reconstructed by two corre-

[7-9]

sponding ellipse centers. However,
should be known in advance, including the vector of the
center, the angle of the vector etc. "' which are difficult
to acquire. So exploiting the distortion error model to
compensate for errors is difficult in practice.

2) The reconstruction algorithm for spatial curve'"™.

Due to the fact that the quadric curve pairs in stereo are
the projections of a planar conic, this method globally re-
constructs the conic in space by decomposing the quadric
form to establish the point correspondences. This method
can obtain several effective solutions, so more judgments
are needed to determine which one is correct. Moreover,
sometimes none of the solutions is valid because of image
processing errors and calculating errors. This increases
the complexity and instability of the algorithm and limits
the application of the method to a certain extent.
This method has
been widely applied to acquire the parameters of the circle
including the circle center, the circle radius and the plane
normal vector by constructing an optimization algorithm
such as Levenberg-Marquardt. But the nonlinear optimi-
zation method may fall into a local minimum, and wrong
results sometimes appear.

To solve the problems above,

some parameters

3) Spatial circle fitting method'"” ™.

we propose that the
wheel center be coincident with the center of the alumi-
num alloy wheel hub if the installation is correct. The ad-
vantages of measuring the aluminum alloy wheel hub are
as follows: 1) The color and the contour of most alumi-
num alloy wheel hubs are well distinguished from other
parts, so it is easy to locate the wheel hub; 2) From dif-
ferent view angles, the contour of the aluminum alloy
wheel hub is elliptic. According to these, a method based
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on the plane projection of the spatial circle is proposed to
obtain the accurate 3D coordinates of the wheel center.

1 Measurement Method for Wheel Center

In the measurement system, the basic measurement unit
(BMU) composed of two cameras of the same type is a
basic measurement module based on stereo vision which
is used to detect the wheel center and calculate its 3D co-
ordinates. After calibration by the 3D target, the extrinsic
parameter matrices and the equation of the vehicle sup-
porting plane can be obtained, and the BMU can figure
out the 3D coordinates of the wheel center according to
the geometric model.

1.1 Ellipse extraction of wheel hub contour

The image may be deformed by noise, so there may be
many ellipse features in the image. In order to acquire the
correct ellipse features of the wheel hub, the ellipse fea-
tures possibly belonging to the wheel hub are extracted
and analyzed with the prior information. The detailed
process is shown below.

First, in the image preprocess, the Gaussian filter is
applied to improve the image quality, then the Canny op-
erator is used to obtain the binary edge image in which
every continuous edge is checked and recorded in a chain
table L;, and finally the pixels number n, of every contin-
uous edge is counted. If n, is less than the predefined
threshold, this continuous edge may be noise and is re-
moved from the binary edge image. Otherwise, the nor-
malized ellipse fitting method is applied to calculate the
ellipse fitting equation:

Ax* +Bxy+Cy +Dx +Ey =1 (1)

where A, B, C, D, E and F are the parameters of a
quadratic curve equation. Inputting all the pixels in the
chain table L, into Eq. (1) can obtain the over-determined
equation solved by the singular value decomposition
(SVD), and then the ellipse parameters including focus,
major and minor axes are acquired.

Due to complex background and noise, there may be
false edges which are similar to elliptic characteristics. In
order to identify the correct edges, three ways based on
the prior information are introduced to remove the false.

1) The sum of the distances from any point p, on the
ellipse to two focuses F, and F, is constant and equal to
the major axis; that is | p,F, | + | p,F, | —2a =,
where a is the length of the major axis and v, is the resid-
ual error which should be equal to zero. In this paper, the
mean of residual errors between every point in the contin-
uous edge and the fitting ellipse can be expressed as E =

2 v,/n . If E exceeds the threshold T, then the continu-
ous edge is removed.

2) In the image the length of the major axis and the
minor axis of the fitting ellipse for the wheel hub contour

must be within a certain range.

3) For most wheels, the aluminum alloy wheel hub is
light and the tire is black, so it is a good idea to extract
the correct ellipse. First, the binary image is obtained
through threshold segmentation in the area near the fitting
ellipse. Then two discriminate conditions for the wheel
hub is proposed. The gray values of most pixels in the in-
terior of the fitting ellipse are 255 due to the light wheel
hub, and the gray values of most pixels in the exterior of
the fitting ellipse are 0 due to the black tire.

An algorithm based on the above information is built to
eliminate the false edges caused by background and noise
and extract the correct ellipse edges of the wheel hub con-
tour.

1.2 Ellipse stereo matching with un-tangent constraint

After obtaining the ellipse edges of the wheel hub con-
tour, the 3D coordinates of every point in the wheel hub
contour can be calculated by stereo matching and 3D re-
construction. The traditional ellipse stereo matching is
based on an epipolar line constraint and a sequence con-
straint, which means that the sequence of one point in the
right epipolar line should be the same as the sequence of
the same point in the left epipolar line. It is notable that a
good matching result can be acquired with these two con-
straints except in the area where the epipolar line and the
fitting ellipse are approximately tangent (see Fig.1).

Pr '

{ Error points

() (b) (e)

Fig.1 Approximate tangent relationship between epipolar line
and fitting ellipse. (a) Epipolar line in left image; (b) Epipolar line
in right image; (c) 3D reconstruction result projected to circle plane

In Fig. 1, [, I, are the epipolar lines in the left image
and the right image, respectively; p,, ¢, are the intersec-
tion points of epipolar line /; and fitting ellipse in the left
respectively;
points of epipolar line /, and fitting ellipse in the right im-
age, respectively. According to the epipolar line con-
straint and sequence constraint, p, and g, are the correct
correspondences of p, and g, respectively. A large num-
ber of experiments have proved that in the area where the
epipolar line and the fitting ellipse are approximately tan-

image, and p,, ¢, are the intersection

gent, some correspondences may generate the wrong 3D
points as shown in Fig. 1(c). Such wrong 3D points are
caused by the epipolar line calculation error, the ellipse
curve fitting error and the image process error.
Accordingly, a new constraint named the un-tangent
constraint for the ellipse is proposed. The key is to keep
away from the error prone area where the epipolar line
and the fitting ellipse are approximately tangent. The un-
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tangent constraint is composed of the following two con-
straints.

Constraint 1 The distance between the intersection
points of the epipolar line and the fitting ellipse should be
greater than the predefined threshold 7;, which can be
calculated as

‘GL_HE‘<‘0L_0E‘
(2)
‘GS_GE‘B‘GS_BE‘

where 6, and g are the angles of the major axis and the
minor axis, respectively; 6, is the angle of the current
epipolar line; M, and M| are the length of the major axis
and the length of the minor axis of the fitting ellipse, re-
spectively. Eq. (2) expresses that the threshold 77 is cal-
culated according to the length of the major axis when the
current epipolar line is close to the direction of the major
axis, otherwise according to the length of the minor axis.

Constraint 2 As shown in Fig. 2, the ellipse curve is
divided into two parts by epipolar line /,. Then the maxi-
mum distance from points in each ellipse part to epipolar
[, is calculated and denoted by d, and d,. Suppose that d,
<d,, then d,/d, should be greater than T ,(in our experi-
ments T, =0.05).

Ellipse part 2 4

Ellipse part 1
Fig.2 Diagram of Constraint 2

So, the stereo matching process is constructed as fol-
lows:

1) Compute the intersection points between the corre-
sponding left epipolar line and ellipse. Here p,, and g,
are the intersection points in the left image, and pg, and
gg; are the intersection points in the right image.

2) Calculate the distance between p,, and ¢,;, and se-
lect two points with the maximum distance in the left epi-
polar line of the left image, denoted by p,, and g,,. The
same calculation is done to pg, and g, in the right image,
denoted by p,, and g, .

3) According to the epipolar line constraint and the se-
quence constraint, the corresponding points of p,,, ¢,,,
P and g, are calculated, denoted by p;,, g1, Pr. and
P> Trespectively.

4) Based on the four correspondences (p,,, 1), (qus
4') (P P'w) and (g @', the correspondences of
other points in ellipse are established with the epipolar

line constraint, the sequence constraint, the continuity

constraint and the un-tangent constraint.

1.3 High precision positioning algorithm for wheel
center

Through the stereo matching method mentioned above,
the 3D coordinates of all the points on the wheel hub con-
tour can be obtained, and then an effective algorithm
based on plane projection is used to obtain the 3D coordi-
nates of the wheel center. The detail of this algorithm is
introduced in Ref. [17],
here.

and it will not be described

2 Experiments and Analysis

Experiments are performed on both the simulation data
and the real vehicle to demonstrate the utility of the pro-
posed method. We use the simulation data to show its ef-
fectiveness by comparing with the other methods men-
tioned in Refs. [ 6, 15],
wheelbase, the wheelbase difference and the static radius

and then measure the vehicle

of three different vehicles to validate its accuracy. The
experiments are conducted on a PC with a 2. 8 GHz Intel
Core 2 Duo CPU and 2 GB of memory. All the algo-
rithms are implemented in Matlab 6. 5.

2.1 Simulation experiments

In the simulation experiments, stereo images are gener-
ated by computer programming. First, two virtual camer-
as are designed with the same intrinsic matrix as

o, Y Mo 744.727 0 483.468
A=10 a v (= 0 744.02 370.868( (3)
0O 0 1 0 0 1

The intrinsic matrix contains five intrinsic parameters
which are the focal length «, and «, in terms of pixels,
the skew coefficient y between the X and the Y axes, and
the principal point u, and »,, respectively.

Then 10 groups of different extrinsic matrices are as-
signed to the two virtual cameras to simulate 10 different
stereo vision measurement systems. In each virtual stereo
vision system, two spatial circles with the same center co-
ordinate (100, 100, 0) and different radii which are 150
and 100 mm, respectively, are exploited as measuring
objects. In order to cover all the scenarios generated by
the projection of the spatial circle, the extrinsic matrices
should be designed carefully.

2.1.1 Ellipse center detection experiment

10 stereo image pairs (20 images) with 1 000 x 750
resolution are generated according to the intrinsic matrix
and the extrinsic matrix of 10 group virtual stereo vision
systems regardless of camera distortion. In simulation im-
ages, the ellipse curve is drawn in black and the back-
ground is drawn in white. After ellipse edge detection and
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the ellipse fitting process, the fitting ellipse is obtained
and shown in Fig. 3, where the cross mark represents the
ellipse center of the fitting ellipse and the dot mark repre-
sents the projection point of the spatial circle center (100,
100, 0) in the image plane. From Fig. 3 it is obvious that
the fitting ellipse center is not consistent with the projec-
tion point of the spatial circle center. So substituting the
ellipse center for the spatial circle center will cause unac-
ceptable error, which also explains the research necessity
of the proposed method.

Fig.3 Simulation images

2.1.2 Comparison of center detection experiment

Using the method described in section 1.1 and section
1.2, the ellipse edges of 10 stereo image pairs are detec-
ted, the correspondence between them is established, and
the 3D coordinates of the spatial circle center O, are cal-
culated. In order to demonstrate the effectiveness of the
proposed algorithm, our proposed method is compared
with the other two algorithms.

Algorithm 1'”!
lated by 3D reconstruction from the corresponding center
of two fitting ellipses.

Algorithm 2" The spatial circle center O is calcu-
lated by the spatial circle fitting method with planar con-
straints and the Levenberg-Marquardt optimization algo-
rithm.

The spatial circle center Oy is calcu-

Tab. 1 gives the 3D coordinates of center O,, center
O,, center O, and the radius of the image pair. Fig. 4
shows the error curve between center O,, center Og, cen-
ter O, and the true spatial circle center O, = (100, 100, 0).

Tab.1 3D coordinates of O,, Oy, Oy and its radius

O, Os O
Number - - - - - -
Coordinates Radius/mm Coordinates Radius/mm Coordinates Radius/mm
1 (99.2,99.6, -0.5) 151.1 (100.5,99.4, -0.7) 148.0 (98.2,96.5,3.1) 145.7
2 (100.5,99.6,0.2) 149.3 (98.8,100.7,1.3) 152.3 (98.6,96.4,5.2) 156.4
3 (99.5,100.1,0.5) 150.6 (100.9,99.3, -1.2) 152.1 (96.5,102.3, -4.4) 155.3
4 (99.7,99.4,0.7) 150.8 (99.6,100.2, -0.4) 148.2 (97.6,97.9, -5.8) 146.7
5 (99.3,100.8,0.2) 149.0 (98.5,99.4,0.5) 152.9 (98.3,98.0, -6.9) 146.4
6 (100.3,100.2, -0.9) 101.4 (99.5,99.4,1.1) 97.8 (97.5,104.5,6.7) 101.3
7 (99.8,100.4, -0.3) 98.8 (98.8,99.2,0.7) 101.5 (103.4,97.2, -2.5) 95.9
8 (100.4,99.8,0.8) 99.1 (98.6,99.8, -1.2) 98.6 (98.3,97.7,7.3) 97.0
9 (99.6,99.7, -0.7) 101.0 (100.8,101.2,0.5) 97.7 (99.4,97.9, -7.1) 105.1
10 (100.3,99.4,0.1) 101.7 (99.1,99.5, -1.5) 98.2 (105.6,99.9, -6.0) 104.8
10 - gorithm 2 might fall into a local minimum, and this will
8 q R cause greater errors sometimes.
L 2R G
e © k ¢ 9 —— Error between P and P,
g 61 gt —o- Error between P and Py |
£ o g 71 2 -e- Error between P and Py .
\15 4l —+—Error between O¢ and 0, . SN 2 S Q
g —o-Error between O and Og ] f o Y G O
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2 e D N e §3 L ot ‘.'o.
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Fig.4 Error curves of centers

Furthermore, we project the center O., center O,,
center Oy and center O to the image plane to obtain the
projection points P., P,, Py, and P,. Fig.5 shows the
error curve between P,, Py, P, and P..

It is shown from the experimental results that no matter
what 3D coordinates or the projection point of the center
are, the error caused by Algorithm 1 is the biggest and
the maximum error is almost 5 mm which is unaccepta-
ble, while the errors caused by our proposed algorithm
and Algorithm 2 are smaller. But the Levenberg-Mar-
quardt algorithm is a nonlinear optimization method. Al-

1 | I E—|
0 2 4 6 8 10 12 14 16 18 20

Image index
Fig.5 Error curves of projection points

2.1.3 Time complexity experiment

Compared with Algorithm 2, the proposed method has
less time complexity. In Matlab 6.5, functions “tis” and
“tos” are used to record the start time and the end time of
the proposed algorithm and Algorithm 2, and then the ex-
ecution time can be obtained. Fig. 6 shows the average
execution time (10 times) of the two algorithms for pro-
cessing 10 simulation stereo pairs.

Fig. 6 shows that the execution time varies with stereo
pairs, and it ranges from 25 to 30 ms in our algorithm
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and from 43 to 63 ms in Algorithm 2. So the time com-
plexity of the proposed algorithm outperforms that of Al-
gorithm 2.

01
* *
60 - o N /*—/*\ e
» r/// \\ FaS . \\ //
E 50 | N S~ \\\ P
[} Y g ¥
E 4ol - e -Proposed algorithm
= - +-Algorithm 2
30 r“——e——“0‘\\\07.,_a\“ﬂ___e_..e———e—-‘"
20 1 1 1 1 1 1 1 1 1

1 2 3 4 5 6 7 8 9 10

Stereo pairs

Fig. 6 Comparison of execution time

2.2 Practical experiments

In practical experiments, a Canon digital camera A75
with 3 mega pixels and 2 048 x 1 536 resolution is used as
the vision sensor. The experimental objects including
Roewe 550, Nissan Teana and Buick Lacrosse are meas-
ured to verify the validity of the proposed method in prac-
tice. For comparing the measurement performance, the
manual measurement is done according to the following
steps:

1) Wheelbase measurement

First, select the center of four wheels manually and ob-
tain the projection points on the ground surface by sus-
pended plumb. Then the distance between two projection
points on the same side, denoted by Jy;, and Jyg,, re-
spectively, is measured. Jy,, is the left wheelbase and
Jws, 15 the right wheelbase.

2) Wheelbase difference measurement

According to the wheelbase measurement, the wheel-
base difference Jy,;,,, which is the difference between the
left wheelbase J;, and the right wheelbase J;,, is meas-
ured.

3) Wheel radius measurement

Select the center of four wheels manually, then the dis-
tance from the four wheel centers to the ground are meas-
ured separately, denoted by J,(k=1,2,3,4). J,, is the
left front wheel radius; J,,, is the right front wheel radi-
us; J,, is the left rear wheel radius; and J,;, is the right
rear wheel radius.

Tab. 2 shows the average results of manual measure-
ments.

Tab.2 Average results of manual measurements mm

Vehicle model  Ju,  Jio Jus Ja Jwe Jwee  Jwep
Roewe 5508 288 289 308 305 2702 2711 -9
Nissan Teana 309 313 329 331 2776 2781 -5

Buick Lacrosse 314 318 335 333 2839 2835 4

Before measuring by our proposed method, BMU data
should be transformed into a global coordinate system by
global calibration'™. After this, we keep the four BMUs
motionless and drive the car slowly to the specified loca-

tion as shown in Fig. 7. Fig.8 shows a part of the meas-
urement scene. By our proposed method, the fitting el-
lipse of the wheel hub and the 3D reconstruction result of
the four-wheel-hub contour and the wheel center are
shown in Fig.9.

BMURI ¥ 0% )

~

BV}, 87 3

~

Fig.8 Part of measurement scene

1 500 () i

Fig.9 3D reconstruction result

During the experiment, the process including driving
the vehicle to the specified location, measuring with the
proposed method and driving the vehicle off is performed
10 times. The average results are given in Tab. 3 to Tab.
5. From the experimental results, the mean absolute error
( | Err|), the mean square deviation ( Var) and the max-
imal absolute error (MaxErr) are calculated and shown in
Tab. 6. The results show that our proposed method has a
good reliability and little measurement error, and it is of
great value in practical applications.

3 Conclusion

In practical applications, the vehicle dimension is tradi-
tionally measured manually, but it has the shortcomings
of inefficiency and worse repeatability. With the develop-
ment of science and technology, a measurement method
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Tab.3 Parameters of Roewe 550S measured by proposed method mm
Item No. 1 No.2 No.3 No. 4 No.5 No. 6 No.7 No. 8 No.9 No. 10
Iy 286.7 286.5 286.3 286.7 287.1 286.0 286.5 286.7 287.2 286.9
Ty 287.4 287.6 287.8 287.6 288.1 288.3 287.6 287.3 288.3 287.9
Ty 306.8 307.2 306.2 307.3 306.8 306.7 307.2 306.9 306.7 307.2
Jiia 303. 1 303.8 304.4 303.7 303.8 303.7 304.4 304.3 304.0 303.5
Jwei 2 699.6 2 700. 1 2699.8 2700.3 2 699.1 2700.5 2 700.8 2 699.8 2699.5 2 699.4
Jwe2 2 708.2 2707.7 2707.4 2708.3 2 706.9 2707.2 2708.3 2707.6 2707.8 2707.1
Jweb -8.6 -7.6 -7.6 -8 -7.8 -6.7 -17.5 -7.8 -8.3 -7.7
Tab.4 Parameters of Nissan Teana measured by proposed method mm
Item No. 1 No.2 No. 3 No. 4 No. 5 No. 6 No.7 No. 8 No.9 No. 10
Ty 308.2 308.4 307.3 308.1 307.4 307.7 307.1 307.4 308.2 307.8
Jin 311.2 311.5 311.2 312.4 311.4 311.3 311.6 311.0 311.7 312.3
Jis 326.8 327.4 327.2 326.7 327.4 327.8 326.6 326.8 327.1 327.2
Jiia 329.8 329.5 329.9 328.9 330.1 329.6 330.2 328.8 329.0 329.1
Jwa1 2772.7 2773.5 2773.2 2772.7 2773.1 2772.5 2773.7 2772.9 2772.4 2773.3
Jwea 2778.6 2778.1 2777.9 2778.3 2778.5 2778.4 2777.5 2778.2 2778.1 2778.0
Jweb -5.9 -4.6 -4.7 -5.6 -5.4 -5.9 -3.8 -5.3 -5.7 -4.7
Tab.5 Parameters of Buick Lacrosse measured by proposed method mm
Item No. 1 No.2 No.3 No. 4 No.5 No.6 No.7 No. 8 No.9 No. 10
Ji 312.7 313.6 313.6 312.8 313.1 312.9 313.4 313.7 312.7 313.3
Jia 316.3 317.2 316.1 316.7 316.5 317.3 317.0 316.9 316.2 316.8
Ji3 334.3 333.2 333.5 333.1 334.2 334.3 333.6 333.2 333.7 334.4
Jiia 332.1 332.5 331.8 332.1 331.8 331.2 331.4 332.7 331.6 331.8
Jwei 2835.3 2 836.6 2 836.3 2 836.1 2 835.8 2 836.5 2 836.7 2 835.6 2 836.7 2 836.7
Jwe2 2 831.5 2 830.9 2832.1 2 831.4 2 830.8 2 831.6 2 831.8 2 832.2 2 831.6 2 831.3
Jwep 3.8 5.7 4.2 4.7 5 4.9 4.9 3.4 5.1 5.4
Tab. 6 ‘ Err |, Var and MaxErr of experimental results mm
Ltem Roewe 5508 Nissan Teana Buick Lacrosse
\ Err \ Var MaxErr \ Err \ Var MaxErr \ Err \ Var MaxErr
Ty 1.34 0.13 2.00 1.24 0.20 1.90 0.82 0.15 1.30
T 1.21 0.13 1.70 1.44 0.22 2.00 1.30 0.17 1.90
Jis 1.10 0.12 1.80 1.90 0.14 2.40 1.25 0.26 1.90
T4 1.13 0.17 1.90 1.51 0.26 2.20 1.10 0.22 1.80
Jwai 2.11 0.28 2.90 3.00 0.11 3.60 2.77 0.26 3.70
Jwao 3.35 0.26 4.10 2.84 0.39 3.50 3.48 0.21 4.20
Jwep 1.24 0.26 2.30 0.6 0.41 1.20 0.87 0.51 1.70
based on stereo vision is presented, and the key steps are
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the extraction of the wheel hub contour, the matching of
the wheel hub contour and the reconstruction of the wheel
center. The above experiments demonstrate the utility of
the proposed method in simulation and practice. The ex-
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proposed method, which can substitute inefficient manual
measurement for fast and economical automatic measure-
ment.
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the performance of the proposed method depends on
whether there are apparent ellipse features in the image.
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clean or the steel ring is black, the effective ellipse curve
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