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Scheduling method for single-arm cluster tools
of wafer fabrications with residency and continuous reentrancy
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Abstract: In order to enhance the utilization of single-arm
cluster tools and optimize the scheduling problems of dynamic
reaching wafers with residency time and continuous reentrancy
constraints, a structural heuristic scheduling algorithm is
presented. A nonlinear programming scheduling model is built
on the basis of bounding the scheduling problem domain. A
feasible path search scheduling method of single-arm robotic
operations is put forward with the objective of minimal
makespan. Finally, simulation experiments are designed to
analyze the scheduling algorithms. Results indicate that the
proposed algorithm is feasible and valid to solve the scheduling
problems of multiple wafer types and single-arm clusters with
the conflicts and deadlocks generated by residency time and
continuous reentrancy constraints.
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ith the rapid development of the semiconductor
manufacturing technology, especially the diameter
of wafers expanding to 300 mm, cluster tools are adopted
widely in the modern semiconductor industry. Cluster
tools have diverse scheduling requirements such as com-
plex wafer flow patterns, wafer residency time con-
straints, and resource constraints, etc. It is difficult to
solve their scheduling problems. How to improve the
scheduling performance is of great significance to reduce
cost and shorten the cycle time of semiconductor wafer
fabrications.
Venkatesh et al. '
tasks of single-arm cluster tools, but their methods are
based on the assumption of wafer processing without resi-
dency time constraints. Currently, there is some related
literature on scheduling problems of single-arm cluster

studied how to schedule robotic

tools with residency time constraints. Lee et al. ™' stud-
ied the scheduling problem of the minimum period under
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the steady state and established an algorithm to search for
the minimum period, but the calculation is too complex.
1. 7" studied the schedulability problem of
cluster tools and considered residency time constraints.

Rostami et a

They presented a linear programming-based method to
find an optimal periodic schedule with a buffer module.
However,
problem of a single wafer product type. Yoon and Lee
established a scheduling model with residency time con-
straints and put forward a kind of online scheduling algo-
rithm with different product types. The literature men-
tioned above has not considered continuous reentrant pro-
cessing requirements.

Perkinson et al.!” presented an analysis model of the
effect of redundant processing chambers and chamber re-
entrant process sequences on steady-state throughput. Lee
et al. " used Petri net models to develop deadlock avoid-
ance conditions and built a mixed integer programming
model. However, the mathematical method is not suitable
for solving large-scale scheduling problems with reentrant
wafer flows. Zuberek et al. """ developed timed Petri
nets to model and analyze scheduling problems of cluster
tools with chamber reentrancy. Nevertheless,
static scheduling problem of robot operations is consid-
ered. Jung et al. """ proposed a mixed integer program-
ming model to minimize the cycle time of timed Petri net

the method only considered the scheduling
t6l

only the

models of cluster tools with various scheduling require-
ments. Wu et al. "> developed resource-oriented Petri
net models with colors and time introduced to describe the
operations of cluster tools. Kim et al. """ determined the
cycle time of a cluster tool with the timed event graph
model. Wu et al. "' developed a formal Petri net model
to address the real-time operational problem with residen-
cy time constraints. These methods are applicable to vari-
ous reentrant processing types, but none addresses resi-
dency time constraints.

The methods mentioned above cannot fully adapt to the
practical applications when residency time and reentrancy
constraints are separately considered to study the schedu-
ling problem of single-arm cluster tools. At present, there
are only a few works on scheduling problems of single-
arm cluster tools with residence time and reentrancy con-
straints. In this paper, the scheduling problem of single-
arm cluster tools is explored with residency time con-
straints, continuous reentrancy constraints and diverse wa-
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fer product types.
1 Problem Formulations

A single-arm cluster tool consists of several process
modules (PMs), a transport module (TM), and load-
locks (LLs). The logic chart is shown in Fig. 1. The
PMs execute wafer processes. The LLs are used for sto-
ring the unprocessed and processed wafers. The TM un-
loads a wafer from one LL to the PM, loads it back to the
other LL, and moves the wafer from one PM to another
PM.

Transport
module

Completed Working
wafer wafer

Loadlocks

Fig.1 Single-arm cluster tool logic chart

To effectively formulate a scheduling problem domain,
the following assumptions are given:

1) The TM is a single-arm robot, which can pick,
place or transport only one wafer at a time; the time of
loading, unloading and transporting a wafer among differ-
ent PMs and LLs can be variable.

2) Each PM only processes one wafer at a time.

3) There exists the phenomenon of consecutive reen-
trant processing between two adjacent PMs, i. e., the
same wafer returning to the same two consecutive PMs.

4) There are residency time constraints for wafers in
PMs. The time interval of residency in PMs is (a, b),
and (0, ) in the LLs. If the actual residency time of a
wafer exceeds the upper limit of the time interval, the
wafers should be considered as being of bad quality.

5) Residency time and processing time for each wafer
within each PM can be different.

6) A wafer lot is scheduled at the moment of arriving
at the LL.

7) There is no buffer among PMs. A cluster tool of
three PMs is considered in this paper.

When researching on the scheduling problem of cluster
tools with residency time and reentrancy constraints, there

are some certain requirements that must be satisfied.
b
o(i), ). h

ing a wafer in a sequence must obey the following ine-
qualities:

¢

Starting time ¢ a(i).jih

and finishing time ¢ for process-

b b
(i), = tU(!})J:

t ST A (1)

Lotin. g, Zlatiy., Tl Hiy H1L (2)
c b
Lotin.j, Bty Ty g + 1, (3)

where 7 is the total number of wafers in a lot; o, is the
k-th wafer to be processed, k=1,2, ..., n; ¢ is the order
of wafers to be processed, o = (0, O s voes Oy +-ns
O ty» ty, and ¢t are defined as the transport time be-
tween PMs and LLs, the unloading time of a wafer from
a PM to the LL, and the loading time of a wafer from a
PM to the LL, respectively; tf’m.)y ;.n Tepresents the time
point that the i-th wafer enters the j-th PM for the A-th
processing; £, .,
wafer leaves the j-th PM for the h-th processing.
According to assumption 2), a PM only processes one
wafer at a time such that the PM must be free before a

new wafer is inserted. Namely,

refers to the time point that the i-th

b

¢
o'(i+l).i2t

a(i).j

t +ty g+ (4)

As mentioned above, this paper addresses the schedu-
ling with continuous reentrancy. Two adjacent PMs
which process a wafer more than one time should satisfy
the following requirements:

b

ta(i).j.h: Bta'(i),j.h‘ +2tH +2[U + tL (5)
b c
l‘(r(i),j,hz2t1r([),j+],hl +tH +tU +tL (6)

The actual time that a wafer resides in a PM should be

at least equal to processing time T

;> and at most the

sum of processing time and residency time t’;(,.)v iu- The
following relationships must be satisfied:

h h

toin = Toi (7)
h h
to(i).jg’[‘z(i),j +ta(i).j,U (8)

To make full use of the equipment, the processing op-
eration begins once a wafer is loaded in the PM. The de-
tails are described as

c _ b h

tu(i),j,h - to(i),j,h + tau)./‘ (9)

b c

oy, = Loy T e Ty (10)

who<t' -t —t (11)
JG) = ta(i).j U L

where W', represents the TM waiting time at the j-th PM

i)
for the h-th processing of the i-th wafer; t';( ».; 18 the actu-
al residency time of the i-th wafer in the j-th PM for the
h-th processing.

According to assumption 3), two PMs processing each
wafer with continuous reentrancy must satisfy the follow-
ing equation:

b -_—
o). j+1,h

4 Lohjon + 1 + 1y (12)

Let 77 be the wafer processing routing and 7 = {C},
Cy, ..., Cr}, where C7 is the processing times in the x,-th
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PM, and subscript i is the i-th processing step. So the
routing of wafers is 7 = [11, 1;, li, 241‘, 2?] in this paper,
i.e. LL>PM1—PM2—PM3—PMI1—-PM2—LL. The
wafer reentrant flow pattern is shown in Fig. 2.

LL

Fig.2 Wafer reentrant flow pattern

Let L, be the i-th TM operation path, and Z, be the
state of each PM under periodic scheduling when path L,
is adopted, Z, = {L,, L,, ..., L,}. The i-th PM has two
states O and @. O and @ denote that the PM is empty
and occupied, respectively. A set of five TM operational
paths under the steady period is Z, = {L,, O, ..., L. }.
They are L, = (R,—R,—R,—R,—R;—R,), L, =(R,—
R(—R,—R,—R,—R;), L, =(R;—R,—R,—R,—R,—
R,), L, =(R,—R,—R,—R,—R,—R,), L, =(R,—R,—
R,—R,—R,—R;).

The scheduling objective function is to minimize the
system makespan under path L,, i.e., to minimize the
C'.. when all the constraints are satisfied,

(13)

min C,

Consequently, the scheduling problem contains the ob-
jective function (13) and the constraints (1) to (12).

2 Scheduling Algorithm

In order to solve the scheduling problem about various
kinds of wafers with residency time and continuous reen-
trancy constraints, a scheduling model is established with
three PMs in single-arm cluster tools. A feasible path
search scheduling method is put forward for robotic oper-
ations. The routing of wafers is 7 = [1:, 1;, 1: 2‘1, 22].
We assume that the wafer processing in PM1 and PM2
has to be done twice through continuous reentrancy.
Namely, the scheduling method is used to find out all the
feasible path sets of scheduling TM satisfying all residen-
cy time and reentrancy constraints under different Z,
states.

The core of the proposed scheduling algorithm is to
adopt the pull strategy'. Due to many kinds of dead-
locks caused by reentrant processes, all the possible TM
paths satisfying reentrancy constraints must be listed so
that feasible paths can be found out. The task of process-
ing a wafer lot both in the initial state and the intermedi-
ate state must satisfy residency time and reentrancy con-
straints. The makespan of the feasible scheduling solution

is calculated. Finally, the minimal makespan solution is
determined.

The proposed path search scheduling method includes
the following two parts: The first part is to find out each
scheduling path L, which can satisfy all residency time
and reentrancy constraints during each wafer’s operations
in turn; the second part is to calculate the corresponding
makespan and obtain an optimal scheduling path. The al-
gorithm procedure is described in details as follows:

Step 1  Determine whether L, is a feasible sequence
path or not. If the path meets the constraints, calculate
the system makespan, otherwise determine the next path.

1) Leti=1; j=0.

1

2) Let i =i +1, k=1, then calculate thyz, toayas
Loy.3s t:r(z).z’ ti(l),l as

t:r(l),Z =1y +3IH +1, - Tllru).z (14)

fyoyy =ty #3014 +wy = To (15)

lyys =ty +30, + 1 + W:(2> =T,0.3 (16)

t(]fu),z =ty +30, H1 Wy, - T«]f(2>,z (17)

ti—(l),] :tU+3tH+tL+W;(2) _T,zr(l).l (18)

3) It , >t 0y OF Loy > 1L,y OF 1, 5 >

1 1 2 2
Loty s u OT Logy o >80 5y O £y >, ) 1 ys £O to Step 2.

4) Let k = k + 1, then calculate tlzr(k)_z, t{lr(hz)’l,
Lotken).3 t,lr(/“z),zv ti(kn).z’ tfr(k),l as
ti(k),z =ty 430, 41, — Tf;(k),z (19)
t:r(k+2),l =ty 430, + 1 + W,zy(k) - T:r(k+2),l (20)
fokon.s =4ty +81, +41 +w,, +
W;(k) + Wi(k+2) “Toanys (21)
t,l,<k+z>.z =ty + 30 H I+ Wy — T(I,(mz),z (22)
ti(kn),z =1y 30, 41, - Ti(kn),z (23)
ti(k).l :tU+3tH+tL+W;(k+l) _ler(k)J (24)

2 2 1 1
5) If tn(k),Z > to-(k).2,U or to—(k+2).l > ta(k+2).l.U or t(T(k+l),3 >
1 1 2 2
t(r(k+l),3,U or t(r(k+2),2 > t(r(k+2),2,U or ta—(k+1),2 > t(r(k+1),2,U or
2 2
oo > us €O to Step 2.

o
2 2 1 1

6) If tzr(k).Z = t:r(k),Z,U’ t:r(k+2),l = l(r(k+2),l,U’ ta‘(k+l).3 =

2 2

1 2
t(r(k+l),3,U’ t(r(k+2),2st<r(k+2),2,U’ t(r(k+l),2 Stlf(k+]),2.U’ t(r(k).l
2
<f,..vand k<n -2, then go back to 4).

7) If k>n -2, use Egs. (25), (26) and (27) to cal-

2 2
Clﬂate I(r(n).S’ tﬂ(ll*l),'l’ tn(n),l as

2
Lows =y +30, + 1+ Witiety = Ty (25)
2
Ln-n2 =ty +38, + 1 + Wiy = Ti(n—l),Z (26)
2 2
L =ty +38, +1 + Wotn-1y) ~ Tczr(n),l (27)

2 2 2
8) If t(r(n),f% > tu’(n),},U or tu(n—]),Z > t(r(n—]).Z,U or t(r(n),] >
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t?r(n).l,U’ go to Step 2.
9) Use Eq. (28) to calculate C.__ as

n-2

i 2 I I 2
Cow = z [Won + Wiy + Wagany + Wagsy + Wogan ] +
=

(12n = 3)t, +6n(t, +1,) + T“) . +w2(1) +w1(2) +
1
W}(l) + W2(2) + Wl(l) + W3(n) + W2(n—l) + Wl(n) + Ti(n) 2

(28)

Step 2 Determine whether L, is a feasible sequence
path or not. If the path meets the constraints,
the system makespan, otherwise determine the next path.

1) Leti=i+1 and k=0.

2) Let k =k +1,

calculate

1
o(k+2),2°

then calculate ¢ t

o(k+1),3°
2
tu(k+l),] as

2
foony.s =40y 461, +41 +wi, +To , +
T -T

o(k+2),1 o(k+1),3

(29)

1 1
ta—(k+2).2 =1y +3tH I Wy — T{r(k+2),2

(30)

2

1
Lksnyn =1y +3IH +1I+ Waesny T Waotsny — Ti(kn).l

(31)

3) If £,y >t
tlzr(]\'+l),] >t12r(k+l),l,U’ go to step 3.

4) It Lo s Slogan s v tl(k»fz),z st;(mzm,u’ t
<t ...uand k<n -1, then go back to 2).

5) If k>n -1, use Eq.(32) to calculate C._as

1 1
o(k+1),3,U or tU(k+2),2 > t(r(k+2)‘2.U or

2
a(k+1),1

n-2

Z o(2).2
=1

On +3)t, +6n(t; +1.) + T,(l) .

Wi, + Way + Wi, Wi +Wa, + Wi + T

o(n),2

(32)

| 2
(r(l\+2) 1 P Wiy T Wagun) +Wl(k+l)] +

1 1
T Wy W, t

Step 3  Determine whether L, is a feasible sequence
path. If the path meets the constraints, calculate the sys-
tem makespan, otherwise determine the next path.

1) Leti=i+1 and k£ =0.

2) Let k=k+1, then calculate £, ,, £, ., , as
2
L =ty 3ty +t, =To (33)
1 2 |
e =y +3t, +1 + Woy — T(,r(k+l),] (34)

3) If ti(k)yz >
4.

4) If ztzr(k).Z slff(k),Z,U’ tzlr(k+l).l gtrlr(k+l).1,U and kgn _27
then go back to 2).

5) If k>n -2, use Egs. (35) and (36) to calculate

2 1

2 I 1
Lo.20 OF Lot > Lokan,1,us 8O 1O Step

Lonoty2s Lo @8
Loy =ty +3ty+1, =T 1) (35)
Lo =ty + 3ty + 1+ Woy = Th, (36)
6) If t(r(n 022 tlf(n n.2,u OF t(r(n) > t:r(n),l.U’ go to Step
4.

7) Use Eq. (37) to calculate C

max
n-2

i 1 2 1
Cmax = 2 [To'(k+l) )+ To‘(k+l) 3 + Ta(k+l) p Fwy, Wl(k+l)] +
k=1

(9n =3)t, +6n(t, +t,) + T, (). 1 +Tr(1) 2+ T, 5
Ti(l),l + W2(n—l) + Wl(n) + Ta(n) 2 ¢r(n) 3 + Ti(n) 1
To s (37)

Step 4 Determine whether L, is a feasible sequence

path or not. If the path meets the constraints, calculate

the system makespan, otherwise determine the next path.
1) Leti=i+1 and k£ =0.

1

2) Let k = k + 1, then calculate ., PTIR ST
t(r(Zk*l),}’ t(lr(Zk),Z’ tzzr(Zkfl),]’ t(r(Zk),3’ t(r(Zk*l),Z as

Doy =ty +3t,+1, =T, (38)

t(]r(Zk),l =ty +38, +1 + W;(k) - T(]r(k+]),l (39)

tU(Zk—l).S = tU +3tH + tL +W}(/{+l] - Ta’(k).3 (40)

t(]f(zzf).z =ty +30, H 1+ Wy, — T:yun),z (41)

ti(Zk*l).] = tU +3tH + tL +W;(k+1) - 7‘(27'(/().1 (42)

L3 =1y +3ll—[ +1, + Wf(k) - Trr(k+l).3 (43)

tfr(zkfl)i =ty +30, +1, T Wiy ~ Tfr(lo.z (44)

1 1 1 1
3) If tU(Zk—l),Z > t(r(Zk—I),Z.U or t(r(Zk),l > t(r(Zk), 1,U or tu(Zk—]).3

1 1 2
>1 or ta—(2k).2 > tU(Zk).Z.U or ta—(2kfl),l > to—(zkfl).l.U or

o(2k-1).3,U
2 2
Toiny.s > Loan. 3,0 OF Tyopiy0 > B 1) 0us 80O tO Step 5.

1

1 1
4) If ta—(Zk—l).thn(Zk—l).Z,U’ t(r(Zk).l\tn(Zk),l,U’ t(r(Zkfl),_?)g
1
tu(Zk—l),lU’ t(r(Zk),Zstu(Zk),Z,U’ t(r(2k—]>.lstu(Zk—]),l,U’ tu(Zk).3

sl‘zr(2k),3,U’ Z‘(27(21(71),2 g t127(2k—1).2,U and ks [n/2] ’
back to 2).
5) If k<[n/2],

then go

use Eq. (45) to calculate C, as

-1

1
max - 2 7

2
Wiy + Wy + Ti—{k-H)  t Tz(k+1) 2] +(2ln - ) 5t

(k) ! +W2(k) + Wl(k+]) T Wy t+ WZ(k) +Wl(k) +

6I’l(t +1 ) + T a(l),1 + Ta—(n) 2 o(n) 3 + Ti(n) 1
L (45)
Step 5 Calculate the makespan by scheduling path

L,, and find out the best scheduling path in all the possi-
ble sequence paths:

1) Let i =i +1, then use Eq. (46) to calculate C'__ as

n

C. = 2[6(IH+t +1) + T, + T,

o(k),2 +
k=1

(r(k) 3 + T‘(2](k) 1 + T‘i’(l() 2 (46)

2) Calculate min C!
uling solution.
Step 6 The algorithm ends.

and find out the optimal sched-

max >

3 Example Analysis

The wafer flow pattern is 7= = {1}, 13, 13,2},2:}, T (i1
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1 1
=70, T, ,=75, T,,,=85 T., =70, T,,, =175,
tw=2, ty =1, =1, i =125, tzlf(f).l.u =40, tzl7(i).2,U =45,
toyau =45, £, =40, £, ,, =45. After running the

e =8343, C =7099,
C' =10 075, and then choose the best feasible path L,.

max

proposed algorithm, we have C'

The optimal scheduling for wafer continuous reentrant
processing is shown in Fig. 3.

A cycle

PM1 Wn+1 Wn+l Wn+2
I
1 I I I
PM2 i | LA
1 I (N1 ]
| [ 1 1 [ ]
1 [ ! 1 [ 1
S R R
|
RobofSERER] |

02 68 12 6771 156160 230 240307 310 Time/s

Fig.3 Gantt chart for L,

Fig. 3 shows that the reentrancy of the third process
module makes other two process modules’ utilization re-
duced, but the phenomena will not cause deadlocks.
Meanwhile, path L; can make residency time that is spent
in the third process module very short, only 1 s, and also
make other process modules have no residency. The ex-
ample indicates that we can find out an optimal robot
scheduling path with the proposed algorithm.

4 Simulation and Analyses

To effectively evaluate the system performance of the
proposed approach, some variables are defined as fol-

lows:

Cowe — Cui
R, =——""x100% is defined as the improvement

max

rate of results obtained by the proposed algorithm com-
pared with results obtained by the general algorithm which
schedules one piece of wafer each time. The more the R,
value, the less the makespan value.

PC_PA

R =

x 100% 1is defined as the similarity rate of
C

results obtained by the proposed algorithm compared with
the results obtained by the algorithm proposed in Ref.
[6]. The smaller the R, value, the more similar to the
optimal P; that is, the better performance the proposed
algorithm has.
Tmax

By T(N-1) (1, +1, +1,)

tween the maximum processing time and the transport

denotes the relationship be-

time. The greater the B, value, the more idle time of the
TM. The less the B, value, the more the idle time of the
PMs.
cluster tool; N is the total number of processing steps.

T,.. denotes the maximum processing time in the

We program the heuristic scheduling algorithm in Visu-
al C + + language and run it on a computer. Based on

the experimental results, the following analyses are giv-
en.

4.1 Analysis of general running time of the algorithm

Let T;(i),j ~N(70,10); t';(,.).j,U ~N(40,5); t, =1t =1,
ty =2. The simulation experiments are carried out on a
personal computer with a 160 GB hard disk, 1 GB DDR3
memory and 1.6 GHz Intel CoreTMi3 processor 330M.
Fig. 4 shows the running time of the proposed algorithm

under the number of wafers from 10 to 100.

N W A W
S O O O

Running time/ms
—_
(=

1 1 1 1 1 1 1 1 1 ]
0 10 20 30 40 50 60 70 80 90 100
Number of wafers
Fig.4 Running time of the algorithm vs. number of wafers

Fig. 4 indicates that the running time of the algorithm
increases along with the increase in the number of wafers.
But it is obvious that the running time of our algorithm is
very short. The running time is 45 ms when the number
of wafers is 100. The proposed algorithm is suitable for
carrying out a real-time scheduling of the wafers.

4.2 Algorithm performance under impact of B,

Let TZ(,.)'] ~N(70,10); t, =t, =1, the number of wa-
fers in a lot is i =25. The residency time obeys a normal
distribution. The expected value of residency time is 40
and the standard deviation is O, 5, 10, 15 and 20. When
B, changes from 1 to 8, the tendencies of R_ are shown in
Fig.5.

0.34 -
0.32}
0.30
0.28F
= 0.26F a(U):
0.24} :20
—a—1
g:;; 1 1 1 1 I_*_ll5 1 ]
1 2 3 4 5 6 17 8
BR

Fig.5 By vs. R,

Fig. 5 indicates that the makespan calculated by the
proposed algorithm becomes smaller, and R keeps impro-
ving. When the standard deviation of the residency time
increases, the general variation tendency of R_is very
small. The standard deviation of the residency time has
little influence on the performance of the proposed algo-
rithm. The curve of R, becomes smooth after B, is greater
than 2, the performance becomes relatively
steady. In practice, the transport time is always very

namely,

small relative to the maximum processing time, and the
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proposed algorithm is feasible and valid to schedule clus-
ter tools with residency time and continuous reentrancy
constraints.

4.3 Impact of T on algorithm performance

Let ¢"

oy ju~N(40,5); t, =1, =1; 1, =2. T obeys a
normal distribution and the expected value is 40, 50, 60,
70, 80. The standard deviation is 5. The value of R, va-
ries with different numbers of wafers and the average pro-

cessing time, and the results are shown in Fig. 6.

0.5-
0.4
o.3—ﬁgf?ﬁ§
s E(T):
0.2k “ 40
%
0.1F ot

0 1 1 1 1 1 1 *l_slo 1 1

5 10 15 20 25 30 35 40 45 5

Number of wafers

Fig.6 R, vs. number of wafers and processing time AVG

Fig. 6 shows that under the constraints of residence, R,
changes within a small range from 25% to 40% when the
average processing time E(7) changes. And R, becomes
small and regressive along with the increasing number of
wafers. It is an expected and perfect result. When the
wafer number i is more than 20, the R_value tends to sta-
bilize.

4.4 Impact of size of wafer batch on algorithm per-
formance

Let T~ N(70,10); t’;(,.)'j,U ~N(40,5); t, =t =1; t,
=2. Ten different samples of wafers are tested to obtain
the values of R, and R . According to the definitions of
R, and R, the algorithm performance can be verified by
various R  and R, .

As shown in Fig. 7, R, increases with the enlarging
number of wafers. Although floating exists, R, still ran-
ges from 20% to 30% . R_ declines but tends to be stable
around 35% . And the FP is closer to the ideal FP. In
practice, the number of wafers equals the result obtained
by using the proposed algorithm, so our algorithm per-
forms well in application.

0.40

- R,
= R,

< 0.20F
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Fig.7 R./R, vs. number of wafers

5 Conclusion

1) The proposed algorithm can effectively solve the
scheduling problem of multiple wafer types and single-
arm clusters with the conflicts and deadlocks generated by
residency time and continuous reentrancy constraints.

2) The feasibility and availability of the developed heu-
ristic scheduling algorithm are verified in Visual C + +
language. Due to the short running time of the algorithm,
the proposed algorithm can solve a real-time scheduling
problem of the wafers.

3) Compared with the swap policy algorithm, the ex-
perimental results indicate that the proposed algorithm has
good performance.
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