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Abstract: In order to increase the hardware utilization and
minimize the chip area, a multi-transform coding architecture
which includes 4 x 4 forward integer transform, 4 x4 inverse
integer transform, 4 x 4 Hadamard transform and 2 x 2
Hadamard transform is proposed. By simplifying these
transforms and exploring their similarities, the proposed design
merges the architectures, processing individual transforms into
a high-performance multi-transform coding architecture. Using
a semiconductor corporation
(SMIC) 0. 18 pm complementary metal oxide semiconductor
(CMOS) technology, the proposed architecture achieves the
maximum operating clock frequency of 200 MHz and the
throughput rate of 800 x 10° pixel/s with the hardware cost of
3 704 gates. The results demonstrate that the data throughput
rate per unit area (DTUA) of this design is at least 40. 28%
higher than that of the reference design. This design can meet
the requirements of real-time decoding digital cinema video (4
096 x2 048@30 Hz) at 62.9 MHz, which helps to reduce the
power consumption.
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multi-transform architecture;

o obtain better compression performance, the

H.264/AVC video coding standard has defined vari-
ous transforms for different prediction modes, such as an
8 x 8 integer transform, a 4 x4 integer transform, a4 x4
Hadamard transform,
their inverses. The integer transforms, which are similar
to a discrete cosine transform ( DCT), can be used to
avoid mismatch and reduce computation complexity.
Among them, the 8 x 8 integer transform is only adopted
in the high profile and the Hadamard transform is utilized
for 4 x4 array luma DC coefficients of intra 16 x 16 pre-
diction modes and 2 x 2 array chroma DC coefficients.
This paper focuses on the 4 x4 integer transform and the
2 x2 Hadamard transform.

a 2 x 2 Hadamard transform and
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In accordance with the architecture, the existing de-
signs can be divided into three kinds. The first kinds of

architectures are the parallel architectures''™ .

Hong et
al. """ proposed a parallel 4 x 4 transform architecture
based on bit-extended arithmetic. Rubin'*' proposed a
parallel architecture based on bit-serial shared memory.
Both bit-extended arithmetic and bit serial shared memory
are used to improve the processing rate. To realize for-
ward transforms, Porto et al. ™ proposed a parallel archi-
tecture which is called T module, and this kind of archi-
tecture achieves a very high throughput. And the design
of Wang et al. ¥
multiple transforms. These parallel architectures achieve

is another parallel architecture to realize

high throughput at the expense of high area cost. The sec-
ond kinds of architectures are reconfigurable architec-
tures” ™. Cao et al. "' proposed a reconfigurable 2-D ar-
chitecture of two novel signal flow graphs (SFG) of 4 x4
forward and inverse transforms which achieves a data pro-
cessing rate up to 16 pixels/cycle, with greatly increased
throughput. By the revised design, Cao et al.'® opti-
mized the architecture to reduce the data processing rate
and throughput. Reconfigurable architectures improve ar-
ea efficiency and flexibility. However, these architectures
are very complex. The third kinds of architectures are di-
rect 2-D architectures'”™ . Chen et al. " proposed a direct
2-D transform algorithm and a correspondent direct 2-D
transform architecture. Peng et al. " combined direct 2-D
transform with quantization. Hwangbo et al. " realized
inverse transform by dividing the 4 x4 matrix multiplica-
tion into four 2 x 2 components, utilizing block multipli-
cation instead of 4 x 4 matrix multiplication which still
belongs to direct 2-D architecture. Direct 2-D transform
architectures can improve data throughput and efficiency.
However, these architectures need more hardware re-
sources. Some architectures to support multi-standard vid-
eo applications with the adaptive block-size transform are
proposed'”""!. The throughput values of these architec-
tures are not sufficient to satisfy the real-time requirement
of transform in real-time decoding digital cinema video.
To obtain better performance at low-cost, a new multi-
transform architecture is proposed in this paper. A new
algorithm is proposed to integrate a 4 x4 forward integer
transform, a4 x4 inverse integer transform, a 4 x4 Had-
amard transform and a 2 x 2 Hadamard transform into a
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single block. A low-cost and high-performance architec-
ture is proposed to realize the multi-transform algorithm.
Experimental results demonstrate that the data throughput
rate per unit area (DTUA) of the proposed architecture is
at least 40. 28% higher than the reference design under
the area cost of 3 704 gates. In addition, this architecture
satisfies the requirements of real-time decoding digital
cinema video (4 096 x2 048@ 30 Hz).

1 Transform Coding in H. 264

This paper mainly focuses on implementing 4 x4 trans-
forms and the 2 x 2 Hadamard transform of H. 264/AVC
because all these 4 x4 and 2 x 2 transforms can be used in
every H.264/AVC profile/level combination.

1.1 4 x4 transforms of H.264/AVC

The 4 x4 forward integer transform (FIT), 4 x4 in-
verse integer transform (IIT) and the 4 x 4 Hadamard
transform (HT) are defined as

Y, =CXC!, Y =CXC', Y=HXH' (1)

As can be seen in Eq. (1), the forms of 4 x4 trans-
forms employed in H. 264/AVC are similar to each oth-
er. The transform matrices for the 4 x 4 transforms are
given as
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where C;, C, and H are transform matrices for 4 x4 FIT,
4 x4 1T and 4 x4 HT, respectively. The H. 264/AVC
standard has defined fast algorithms for implementing 1-D
matrix multiplication, and 2-D matrix multiplication can
be realized by cascading two 1-D matrix multiplications.
And the 1-D matrix multiplication only needs shift, addi-
tion and subtraction operations, as shown in Fig. 1.

1.2 2 x2 Hadamard transform

The 2 x 2 Hadamard transform, which is always ap-
plied to a 2 x 2 array of DC coefficients of each chroma
component, is defined as

Y=HXH' (3)

where X is a 2 x 2 residual block input to the Hadamard
transform. The transform matrix is given as

Fig.1 Signal flow of 4 x4 inverse integer transform. (a) 4 x4
forward integer transform; (b) 4 x4 inverse integer transform; (c) 4 x4
Hadamard transform

2 Proposed Algorithm for Multi-Transform

The 4 x4 transforms and the 2 x2 Hadamard transform
defined in the H. 264/ AVC standards are characterized by
their high regularity and low complexity. A generic 2-D
transform is illustrated as

N-1 N

Wij = z ZXlel/(Cj[

-1
k=0 1=0

i,j=0,2,...,N-1 (5)

where X, W and C denote the input data, the output data
and the transform coefficient, respectively.

To improve the hardware utilization rate and to achieve
viable hardware implementations, algorithm decomposi-
tion is used. The row-column decomposition method for
realizing N-point 2-D transforms is as follows:

Mil 4 Xk/Cik

W,

L

CM;

=0

N=-1 (1)

where M denotes the intermediate data between the first-
dimensional and the second-dimensional transforms, and
M" denotes the transpose matrix of M. Eq. (6) represents
the column-wise transform and Eq. (7) represents the
row-wise transform.

The row-column decomposition reduces the hardware
cost of the circuit when implementing the transform algo-
rithm, which only consists of a simpler 1-D matrix multi-
plication, and it significantly increases the utilization rate
of its processor elements (PEs). PEs, which are designed
to compute a restricted and very well defined set of opera-
tions, are proposed in this paper, and the detailed formu-
lae are presented.

From Eq. (1), Eq. (2) and Fig. 1, it is easy to find
that there are similarities among these fast algorithms and
matrices. For the matrices, the differences are the coeffi-
cients in corresponding position. For example, the first
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coefficient in the second row of C, is 2, while those of C,
and H are 1. The signal flow of the 4 x4 inverse integer
transform and the 4 x 4 Hadamard transform are the
these matrices may be integrated into
one matrix. And these fast algorithms are possible to be
realized by one fast algorithm.

Eq. (1) can be expanded as
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Then Y can be decomposed as

Y, =(X, +X,) +(X, +X;)

same. Therefore,
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Applying the same process as Eq. (1), Eq. (2) and Eq.
(3) can be expanded as
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Comparing the three equations with each other, it is

easy to find that Eqgs. (9), (11) and (13) are similar.
Based on this similarity, a new fast algorithm to imple-
ment 1-D matrix multiplication for all the three 4 x 4
transforms is proposed. For the 2 x 2 Hadamard trans-
form, the expansion equation of Eq. (3) is

S e FR I

And Eq. (14) can be further expanded as
[Yoo Ym] _ [Xoo +X01 +X10 +X11 Xoo _X01 +X10 _Xll]
Xoo +X01 _XIO _Xn Xm _Xm _XIO +X11
(15)

Finally, the following equation is obtained, which is
similar to the 4 x4 Hadamard transform.
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Based on Eq. (16), the 2 x 2 Hadamard transform is
integrated into the 4 x4 Hadamard transform, which can
be treated as a 1-D 4 x4 Hadamard transform.

According to the previous analysis,
which integrates four kinds of 1-D matrix multiplication is
proposed. As demonstrated in Fig. 2, X to X, represent
the data input, and Y, to Y, are the 1-D matrix multiplica-
tion results. And the fast algorithm contains three modes
corresponding to the three transforms. If the algorithm
mode is not the 4 x4 forward integer transform, then the
data input and output orders are X, X,, X,, X;and Y,
Y,, Y,, Y,, respectively; else, the data input and output
order will change to X, X,, X,, X, and Y, Y, Y,,
Y,, respectively (notice that,
output signals Y, and Y, exchange position). Coefficients
on the dataflow arrow ( for example, — 1, 1/2, 1) in
Fig.2 correspond to the 4 x4 Hadamard transform, the 4
x4 inverse integer transform and the 4 x4 forward inte-
ger transform, respectively. If there is no coefficient on
the dataflow arrow, the coefficient will be 1 for all trans-

a fast algorithm

as shown in Eq. (9), the

forms. If the coefficient on the dataflow arrow is -1,

the coefficient will be — 1 for all transforms.

XO er YO

Fig.2 Proposed fast algorithm

3 Proposed Architecture for Multi-Transform

The proposed fast algorithm yields a high-performance
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architecture for multiple transforms. It adopts the method
defined in the H. 264/AVC standard, which implements
2-D matrix multiplication by cascading two 1-D matrix
multiplications. Although these two 1-D matrix multipli-
cations are all based on the proposed algorithm, there are
some differences in their structures. The first 1-D one is
controlled by a finite state machine ( FSM), while the
second one is adopted to realize Eq. (8), Eq. (10) and
Eq. (12), which multiplies the transform matrix with the
results of the first 1-D matrix multiplication. The pro-
posed architecture for multi-transform is illustrated in
Fig. 3, which contains three parts, PEl1 array, MODE
generator and PEO.

Configuration
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Xop—p 7] ata_out generator
i Y
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Fig.3 Block diagram of proposed architecture
3.1 PE0

The block diagram of PEO is shown in Fig. 4. As the
second 1-D matrix multiplication, it aims at obtaining the
product of the transform matrix and multiplying the re-
sults of the first 1-D matrix multiplication. PEO, which is
composed of registers, left
MUXs, subtractors and adders, and controlled by a two
bit mode selected signal generated by the mode generator,
can realize 1-D 4 x4 FIT, 1-D 4 x4 IIT and 1-D 4 x4
HT. The left and right shifters are used to substitute for
“x2” and “/2” operations, respectively. MUXs are con-

shifters, right shifters,

trolled by input mode selected signals, and the registers
are used to ensure the validity of timing. The values of
the mode selected signal (named as PEO_SEL) for selec-
ting operation mode are illustrated in Tab. I.

Fig.4 Block diagram of PEQ

Tab.1 PEO_SEL and PEO functions

PEO_SEL Function
00 4 x4 FIT
01 4 x4 IIT
10 4 x4 HT
11 2 x2 HT

3.2 PEl array

2-D matrix multiplication can be implemented by cas-
cading two 1-D matrix multiplications. In the proposed
architecture, PEQ represents a 1-D matrix multiplication
and PEl array represents another. PEl is also composed
of left shifters, right shifters, adders/subtractors and
MUXs, which is controlled by PE1_SEL and PEO_SEL.
And these two signals are generated by the mode genera-
tor. PEO_SEL is used to select the transform mode and
PE1_SEL is used to control the operation of PEls. Each
transform mode has four PEl operation modes, which
corresponds to the equations embraced in the brace in
Egs. (8), (10) and (12). PEl operation modes can be
controlled by an FSM, which has four statements corre-
sponding to the four equations embraced in the brace of
the third column in Egs. (9), (11) and (13).

3.3 MODE generator

There are four functions of the MODE generator: PEO_
SEL generation, PE1_SEL generation, FSM for PEI ar-
ray and PEO data input selection. PEO_SEL is equal to
the configuration signal, which is a 5-bit width signal
If the
transform mode is a 2 x 2 Hadamard transform, the data
input of PEO is X 1,1, X yprs X0 pr and X, p. Else,
the data inputs are the outputs of PEl array.

used to control MUXs and adders/subtractors.

4 Synthesis Results and Validation

The proposed architecture for multi-transform is imple-
mented by Verilog HDL, functionally simulated with
ModelSim SE 6. 6 and synthesized by Synopsys Design
Compiler under a SMIC 0. 18 pm CMOS technology.
Tab. 2 shows the hardware cost (in terms of gate count),
optimum operating frequency, critical path delay,
throughput and DTUA. DTUA is defined as the ratio of
data throughput rate over gate count. The higher the
DTUA is, the more efficient the architecture is.

The reference designs listed in Tab. 2 are all synthe-
sized by CMOS technology and the multiple transform is
realized by utilizing reconfigurable architecture'®
lel structure'', direct 2-D structure'” "
form architecture''”’. The results shown in Tab. 2 indicate
that the DTUA of the proposed architecture is at least
40.28% higher than the reference design. And the hard-
ware cost (in terms of gate count) is smaller than all of
the reference designs. Additionally,
transpose memory.

, paral-
and multi-trans-

it does not need
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Tab.2 Performance comparison for the proposed architecture
. Throughput/ DTUA/
Design Technology/ pm Area/ gate Frequency/MHz 6 . o . o o
(10%pixel - s ™) (pixel - s~ - gate™ ")
This work 0.18 3704 200 800 215 980
Ref. [4] 0.35 6 538 80 320 48 900
Ref. [7] 0.18 6 482 100 800 123 420
Ref. [6] 0.18 5140 200 800 155 600
Ref. [10] 0.18 39 800 50 400 10 100
Ref. [11] 0.18 63 618 200 3200 50 300
The data processing rate of the proposed multi-trans- 680.

form architecture is 4 pixels/cycle. Therefore, decoding
a4 x4 block needs 4 cycles and utilizing the proposed ar-
chitecture decoding a macroblock needs about 64 cycles.

As for digital cinema video (4 096 x2 048 @ 30 Hz),
the real-time decoding requirement is 983 040 macrob-
locks per second and the proposed architecture utilized for
decoding one frame of digital cinema video needs 64 x
983 040 cycles, which is 62 914 560. Thus, by using the
proposed architecture, the minimum operating frequency
to decode this kind of video format is about 62.9 MHz,
which is much smaller than the optimum operating fre-
quency (200 MHz). So, it is concluded that the proposed
architecture satisfies the real-time decoding requirement of
digital cinema video.

5 Conclusion

This paper proposes a high-performance multiple trans-
form architecture for H. 264/AVC video coding standard
and a novel fast algorithm for 1-D matrix multiplication
of multi-transforms with the data processing rate of 4 pix-
els/cycle. By using the SMIC 0. 18 pum CMOS technolo-
gy, the maximum operating clock frequency of the pro-
posed multi-transform architecture is 200 MHz and the
data throughput rate can achieve as many as 800 x 10°
pixels/s with the hardware cost of 3 704 gates. The syn-
thesize results indicate that the proposed architecture is
able to increase at least 40.28% of the DTUA and effi-
ciently reduce the hardware cost to satisfy the requirement
of real-time decoding digital cinema video (4 096 x2 048
@ 30 Hz).
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