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Abstract: In order to recognize people’s annoyance emotions
in the working environment and evaluate emotional well-
being, emotional speech in a work environment is induced to
obtain adequate samples of emotional speech, and a Mandarin
database with two thousands samples is built. In searching for
annoyance-type emotion features, the prosodic feature and the
voice quality feature parameters of the emotional statements
are extracted first. Then an improved back propagation ( BP)
neural network based on the shuffled frog leaping algorithm
(SFLA) is proposed to recognize the emotion. The recognition
capability of the BP, radical basis function (RBF) and the
SFLA neural networks are compared experimentally. The
results show that the recognition ratio of the SFLA neural
network is 4. 7% better than that of the BP neural network and
4.3% better than that of the RBF neural network. The
experimental results demonstrate that the random initial data
trained by the SFLA can optimize the connection weights and
thresholds of the neural network, speed up the convergence
and improve the recognition rate.
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motions in vocal communication between humans

are very important for understanding a speaker’s
emotion, mood and attitude'"™
formation contained in words and sentences, the speech
emotions carry the affective information even without the
notice of the speaker. They are naturally expressed and
uneasy to disguise or control.
speech emotion to evaluate people’s emotional well-being
is that speaking is a very natural way of interaction.
Speech-enabled interaction becomes increasingly impor-
tant in various work situations and in daily life. Re-

. Unlike the linguistic in-

Another reason to use

cently, real-world applications of the speech emotion rec-
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ognition system have been studied. Jones et al. " studied
an in-car emotion recognition system to recognize driver
emotional states and respond appropriately in speech inter-
action between the car and the driver. In their study,
boredom, happiness, surprise, anger and sadness were
treated for the in-car system. Clavel et al. " studied the
fear-type extreme emotions for audio-based surveillance
systems. Fear-type speech emotions were treated as a sign
of threat situations. Ang et al. ' investigated the use of
prosody for detection of frustration and annoyance in nat-
ural human-computer dialog. These studies bring the
speech emotion research closer to the applications in the
real world.

In this paper, research on the annoyance-type speech
emotion mainly aims at providing objective cues to evalu-
ate people’s working states in long-time repeated tasks in
special missions, such as long-term manned space mis-
sions. Annoyance-type negative emotions easily occur in
these situations, and usually become a threat to the stabil-
ity of people’s performance at work. It is very important
to detect the potential threat in work situations regarding
people’s emotional well-being. Yet, to date, little re-
search has been done on the emotional threats in long-
term special missions. Unobvious emotions in working
dialogues are difficult to perceive and categorize, and this
is even true to human listeners. Annoyance-type emotion
manifestations in special working situations are expected
to present themselves quite differently, compared with ac-
tive speech emotions or natural emotions in daily life.
Due to these reasons, research on the annoyance-type
emotion in speech is meaningful not only in practical situ-
ations but also in literature. Previous studies on basic e-
motion categories (e. g. joy, anger, surprise, sadness,
and disgust) " are not enough to meet the needs of the a-
bove mentioned application. For real-world application,
we collect emotional speech data in long-term repeated
tasks with an eliciting method and categorize the data into
different practical emotion classes according to a listening
perception test and a self-evaluation.

In order to recognize annoyance-type emotion in the
above speech data, a new swarm intelligence algorithm,
shuffled frog leaping algorithm ( SFLA) neural net-
work”™ | is proposed in this paper. Integrating the ad-
vanced genetic algorithm and particle swarm optimiza-
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tion, the SFLA has the characteristics of fresh concept,
small population, fast convergence, strong global optimi-
zation capability and easy implementation. Therefore,
compared with the traditional evolutionary algorithms, the
SFLA can more easily obtain the balance between search-
ing and optimization, which overcomes the shortage of
slow learning speed and low recognition accuracy of the
traditional neural network models. Compared with the ex-
perimental results of the BP and the RBF neural net-
works, the SFLA neural network for speech emotion rec-
ognition can achieve significant improvement in recogni-
tion performance. The research in this paper has practical
significance. For example, in the stress environment of
manned spaceflight, it is easy to generate the emotions of
irritability, anxiety and tensity which will be reflected in
the speech’' ™.
nitor the emotional states of astronauts and make psycho-
logical assessments and psychological intervention.

So the speech signal can be used to mo-

1 Annoyance-Type Emotion Detection
1.1 Speech emotion data collection

In order to study the annoyance-type speech emotion in
special work environments, 1 344 utterances of annoy-
ance-type emotion and 693 utterances of neutral emotion
were induced and collected in an eliciting experiment.
Ten native speakers, five male and five female, participa-
ted in the experiment and Mandarin speech data was col-
lected. Subjects were given a series of simple mathemati-
cal problems to solve. Subjects were required to settle the
math problem sets repeatedly and report the questions and
answers vocally, and at the same time subjects were re-
quired to wear earphones and noise was used to induce
annoyance. The answers and the typical communication
phrases were collected as the emotion speech materials.
The participating subject was alone in a separate room to
better induce the negative emotion.

As the experiment went on, the subjects tended to get
impatient and annoyed, and the accuracy of their vocal
reports of the math problems dropped. Several abnormal
vocal cues could be perceived indicating a sign of work-
ing ability shift influenced by negative emotions. Longer
and unusual pauses, slip of tong and speech breath
change were usually perceived in speech when annoyance
was induced. Such emotionally colored behaviors in
speech are common in real-life dialogue; however, these
subtle emotions have been rarely studied for emotion rec-
ognition.

Near the end of the experiment the subjects tended to
quit the on-going task due to the long-time boring math-
ematic works and the noise stimulations. The speech ma-
terials recorded near the end of the experiment are almost
all self-evaluated as annoyance by the subjects. The typi-
cal emotions in speech are labeled by auditory perception
experiments. Since our emotion recognition system is de-

signed to serve the evaluation of the threat caused by neg-
ative emotions, we make a comparison with the listening
perceived evaluation and the self-evaluation to assess the
emotions in the elicited speech.

The speech emotion data are classified into “neutral”,
“annoyance-type” and “other emotions” classes. Negative
emotion especially like annoyance is considered as a
threat on the long-term special missions. In our experi-
ment we are able to assess this threat roughly by the mis-
takes made by the subjects in the vocal reports. During
the experiment, subjects are required to solve math prob-
lems, report vocally and read materials in a long-term
noise environment. Subjects show different abilities to ac-
complish these tasks by examining the correctness of their
vocal reports. One can notice that continually making
mistakes is a sign of drop in work ability. Abnormal vo-
cal cues can also reflect the influence of negative emo-
tion, such as long pause during the vocal report and skip-
ping a question. Neutral emotional speech is considered
as a non-threat situation. The results of threat analyses are
shown in Fig. 1.
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Fig.1 Threat analysis of annoyance-type emotion. (a) Accura-
cy of each emotion type; (b) Mistake distribution over emotion types

1.2 Feature analysis

Speech data throughout the emotion datasets are catego-
rized into three sentence length classes. Within each type
of emotion dataset speech, utterances are evenly distribu-
ted over “short”, “middle” and “long” sentence length
classes. And feature analysis is performed on these sub-
classes to show how time duration can influence the emo-
tion features used in current recognition systems relation-
ships.

The relationships between emotion and various acoustic
features are studied. Prosodic features are reported mainly
related to arousal dimension in the dimensional emotion
model. Similarly, voice quality features are reported re-
lated to valence dimension'“"'. Both temporal features
and statistical features can be used for speech emotion
recognition. However, statistical features are considered
less dependent on phoneme information. In this paper,
statistical features including maximum, minimum, mean,
standard deviation and range are adopted to construct the
emotional feature set. Acoustic features, as low-level de-
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scription, including prosodic and voice quality features
are extracted from the speech utterances. Totally, 372
features are generated as listed in Tab. 1.

Tab.1 Feature extraction

Feature index Feature description

1 to 10 Max, min, mean, std, range of pitch and diff pitch
10 to 11 Jitter, shimmer
Max, min, mean, std, range of F, to F,, and diff
12 to 52
of F, to F,
$2 10 62 Max, 'min, mean, std, range of intensity, and diff
intensity
Max, min, mean, std, range of MFCC, to MF-
62 to 192 . N
CC,5, and diff of MFCC, to MFCC,;
Max, min, mean, std, range of BBE, to BBEq,
192 to 372

and diff of BBE, to BBE,,

Notes: diff stands for differentiation; BBE stands for bark band en-
ergy; F, to F, stand for the first to the fourth formants; MFCC

stands for the Mel frequency cepstrum coefficient.

In speech emotion research, different sets of features of
different databases are selected. Pitch features are among
the most popular and important features. They are usually
extracted through the maximum of the autocorrelation
function ( ACF) or the average magnitude difference func-
tion (AMDF) of speech segments. In order to increase
the accuracy and anti-noise of the pitch extraction, we
combine the autocorrelation energy function

R, (k ¥ Cok=12..7%
(k) = [mz:ls(m)s(m+k)] =12, .., 5
(1)
and the magnitude difference energy function
N/2 5
D, (k) = z | s(m) —s(m +k) | ]
m=1
N
k=12 .7 (2)
The pitch extraction object function is defined as
Pk = R, (k) 3
pilch( ) _D”(k) ( )

For every speech frame s(m), the pitch is estimated by
the maximum of the function F ;.

The pitch mean distributions of samples of the neutral
emotion and annoyance-type emotion are illustrated in
Fig.2. The vertical coordinate stands for the amount of
samples in each region of the feature value, which re-
flects the sample distribution density. Subcategorizing the
emotion classes according to the sentence length type can
simplify the emotion expression forms of each class,
which causes the difficulty in modeling. Noticeably the
distributions of the two pitch features change significantly
in different sentence lengths. The distributions in a short
sentence are less complicated, suggesting that different
models should be used for each subcategorized dataset.

The analysis of standard deviation is similar to that of
pitch mean distributions.
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Fig. 2  Pitch mean distributions of sentences with different
emotions. (a) Annoyance-type emotion of short sentence (447 sam-
ples); (b) Neutral emotion of short sentence (231 samples)

The new research in emotional feature selection is to
generate large amounts of acoustic features, including
both prosodic features and voice quality features, and use
the features selection method to optimize the emotional
features for recognition. The principal components analy-
sis (PCA) is used to further explore the merits of subcate-
gorizing speech utterances according to the natural sen-
tence length. We randomly select 100 samples for each
emotion, and use the PCA to project the original feature
space onto an optimized feature space. The first three di-
mensions of the new feature space are plotted in Fig. 3.
Compared with the traditional method of modeling with
all types of utterances, the two types of emotions are bet-
ter distinguished with our method.

1.3 Recognition methodology

The annoyance-type emotion recognition method pro-
posed in this paper is based on the neural network. The
common learning algorithm for the BP neural network is
the BP algorithm. The BP algorithm is easy to get into
local extreme points and has the curse-of-dimensionality
problem. Therefore, during the BP neural network train-
ing time, the SFLA can be used to optimize the random
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Fig.3 PCA analysis of sentences with different emotions

initial parameters of the network, such as the connection
weights between the input layer and the hidden layer, the
connection weights between the hidden layer and the out-
put layer, as well as the threshold value, in order to im-
prove the convergence rate and learning ability''’. The
algorithm is as follows:

1) The initialized population is randomly provided in
n-dimensional space, and every unit element is the pend-
ing values of weights and thresholds.

2) The fitness function value of every unit with its cur-
rent status is calculated, and the fitness function is de-
fined as

Ji) = 3 (i =9)"  k=12..,N (4
m=1

where J(k, i) is the fitness value of the i-th unit after k
times of iteration; k is the number of iterations and N is
the maximum number of iterations; m is the number of
samples in the training set; y, , is the network target out-
put of the i-th unit with the m-th sample input; yAﬁ,,,. is the
network actual output of the i-th unit with the m-th sam-
ple input after k times of iteration.

3) The fitness values of all individuals are sorted from
good to bad, and each unit is in turn divided into individ-
ual sub-populations.

4) The worst unit in current sub-populations will be
updated. And this updating will continue until the number
of iterations meets the requirements given in advance.

5) When all the sub-populations finish updating, then
repeat steps 3 to 5 until the mixed number of iterations is
reached.

Parity is a common criterion to evaluate the neural net-
work performance. It can validate the performance of the
SFLA neural network by comparison with the BP neural
network. The maximum evolution generation is 100, the
node function of the hidden layer is tansig, the node
function of the output layer is purelin, the population size
is 50 and the network error is less than 0. 1 x 10 . Every
network will simulate 20 times. Then the BP neural net-
work gets the average convergence generation of 19. 75,
and the SFLA neural network gets the average conver-

gence generation of 11.65. So the SFLA neural network
has higher convergence speed and better performance.

2 Experimental Results

Experiments of relationship between average recogni-
tion rate and features dimension are conducted by using
the collected speech sentences and the results are shown in
Tab. 2.

Tab.2 Average recognition rate of different methods %

Characteristic dimension

Method
7 8 9 10 11
SFLA 67.1 73.9 78. 1 79.8 81.6 81.2
RBF 62.8 71.0 75.9 76. 8 77.3 77.3
BP 61.5 70. 4 74.0 75.8 76.0 75.8

From Tab. 2, we can see that all three methods reach
the maximum average recognition rate with 10-dimension-
al feature space, so the original feature should be reduced
to 10 dimensions.
emotion features, the top ten best features are selected by
the Fisher discriminate ratio (FDR). For each feature i,
the FDR is computed as

For the study of annoyance-type

(/"Li, neutral /"Li, annoyance) :
2 2 (3)

-

FDR, =
g

i, neutral i, annoyance

where ;o 80 W novanee ar€ the class mean value of
feature vector i for the neutral emotion class and the an-
noyance-type emotion class, respectively;
iannoyancc Selected features in-
clude max _F,, std_ BBE,, range diff F,, mean_F,,
mean _F,, mean F,, min_diff F,, range diff I, jitter
diff stands for differentiation; I
stands for intensity. For instance, “min_diff I stands

2
a-i. neutral and

o are the variance values.

and range _ 1. Here,
for minimum of intensity differentiation.

According to the feature selection results, voice quality
features (e. g. formants) and spectral features (e. g. MF-
CC) are especially important for the detection of annoy-
ance-type emotion from speech. Since the natural speech
emotions are less distinguishing in the arousal dimension
than the acted speech and annoyance-type emotion is
mainly located in the negative region of the valence di-
mension, the valence features seem more important in the
study of annoyance-type emotion than traditional prosodic
features which are more useful in the assessment of levels
of excitement. Especially in the work environment, peo-
ple usually tend to hide their negative emotions. Although
the level of excitement in speech emotion is easy to con-
trol consciously, the voice quality features and the spec-
tral features may provide important information to assess
the unconsciously expressed emotion cues in speech.

In this paper, 200 utterances are randomly selected as
the testing sets and the remaining utterances are used for
training. For each neutral emotion class, the training set
consists of 131 utterances, and for each annoyance-type
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emotion class, the training set consists of 347 utterances.
Experimental results are shown in Fig. 4. From the fig-
ure, the average recognition rate of annoyance-type emo-
tion with the SFLA neural network can reach 78%,
which is obviously higher than that of the RBF neural net-
work (70% ) and the BP neural network (65% ). Ac-
cordingly, the error rate 1 (neutral but recognized to be
annoyance-type) and the error rate 2 ( annoyance-type but
recognized to be neutral) of the SFLA neural network are
lower than those of the BP and the RBF neural networks.
It means that the SFLA neural network proposed in this
paper is suitable for the recognition of annoyance-type
emotion. The weights obtained by traditional methods are
adjusted during training, which are very sensitive to the
initial value of the network. Once the value is improper,
the network will surge and cannot converge. At the same
time, it is easy to fall into the local extreme value and
cannot obtain the best weight distribution, which will de-
crease learning ability when recognizing confusing emo-
tions. So the recognition rate is relatively low. Since the
SFLA neural network integrates the advantages of the ge-
netic algorithm and particle swarm optimization, it can
obviously improve the recognition rate. It also gains bet-
ter results when optimizing neural network weights. Com-
pared with the traditional evolutionary algorithms, the
SFLA neural network can more easily obtain the balance
between searching and optimization, which overcomes the
shortage of slow learning speed and low recognition accu-
racy with traditional neural network models.
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Fig.4 Recognition results by SFLA, BRF and BP neural net-
works

3 Conclusion and Future Work

Annoyance-type emotion occurs in long-term repeated
work situations and with the aid of noise we induced the
annoyance emotional speech in an elicited experiment.
Combining the SFLA with artificial neural networks, the
annoyance-type emotion of speech is identified in this pa-
per. And prosody and voice quality features are picked up
from the emotional speeches. By these features, the BP
neural network, the RBF neural network and the SFLA
neural network are experimented to recognize annoyance-

type emotion. Under the same test conditions, the aver-
age recognition rate of the SFLA neural network is higher
than that of the BP neural network by 4. 7%, and is high-
er than that of the RBF neural network by 4.3%. It
means that with the SFLA the random initial parameters
(learning weights and thresholds) of the network can be
trained to optimize the neural networks. And then quicker
convergence and better learning ability can be achieved.
The emotion detection system described in this paper
has a potential to evaluate people’s work abilities from the
view of the psychology status of the individual. On the
other hand, physiological signals will provide another an-
gle to assess the emotional status. The fusion of the mul-
timodal emotion recognition system is worth further stud-

ying.
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