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Abstract: In order to enhance the reliability of the moving
target detection, an adaptive moving target detection algorithm
based on the Gaussian mixture model is proposed. This
algorithm employs Gaussian mixture distributions in modeling
the background of each pixel. As a result, the number of
Gaussian distributions is not fixed but adaptively changes with
the change of the pixel value frequency. The pixels of the
difference image are divided into two parts according to their
values. Then the two parts are separately segmented by the
adaptive threshold, and finally the foreground image is
obtained. The
morphological reconstruction is introduced to improve the
performance  of  foreground image’s  segmentation.
Experimental results show that the proposed algorithm can
quickly and accurately build the background model and it is
more robust in different real scenes.
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shadow elimination method based on

oving target detection is the first step in informa-
M tion extraction in computer vision applications. At
present, the common moving target detection algorithms
are the optical flow method'"”, the inter-frame difference
method" and the background subtraction method'”'.

The background subtraction method is to achieve the
moving target detection through the difference between
the current frame and the background image. The method
is simple in principle and it is easy to implement. It can
provide a more complete characterization data, but the
background images are more sensitive to changes of light
and external conditions.

At present, the commonly used background subtraction
method is based on the Gaussian model. Pfinder'” used
the single Gaussian statistical model to extract the back-
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ground. Stauffer et al.'” modeled background by the

Gaussian mixture model. This method can handle the in-
terference such as light changes and background confu-
sion. In order to reduce the error rate of detection in the

complex environment, Zhang et al.'

used the support
vector machine to make further judgment for foreground
pixels on the basis of the GMM. Lee et al."”' increased
the convergence speed by calculating the adaptive learning
rate for each pixel. In Ref. [8], we used the global
threshold method to segment the difference image, but
the detection effect is not ideal when the target itself
changes greatly.

This paper models the background by the GMM and
adaptively estimates the number of Gaussian distributions.
After obtaining the difference image, the pixels are adap-
tively divided. Then they are binaried respectively. The
threshold here is also adaptive. After the above proces-
ses, this system can extract the foreground objects and it
has strong robustness.

1 Gaussian Mixture Model

A particular pixel in the image sequence (x,,y,) and
its values are assumed to be (x,, ... .., X,) at time 1
to . Each pixel value is modeled by a mixture of K

ax”‘

Gaussian distributions. The probability of observing the
current pixel value can be written as

p(x,) = Z,me(xn U Zz.i) (1)

where w, ; is an estimate of the weight of the i-th compo-
k
nent at time #, and Z w,, =1; u,, is the mean value of

i=1
the i-th component at time #; 3, ; is the covariance matrix
of the i-th component at time #. And 7 is a Gaussian
probability density function

1
3

m" s,
exp(—%(x,—u,’i)TZ(x,—um. ) (2)

n(x, u, 3)=

where n is the dimensions of a Gaussian distribution func-
. 2
tion and 3, , = o 1.

When a new pixel arrives at time ¢ + 1, x,,, needs to be

t+1
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compared with the mean values of K distributions. The
first step is to choose the matched distribution by some
rule. The rule is

‘x,ﬂ—u <Co'ii i=1,2,'--,k (3)

1i

where ¢ is the standard threshold, and usually ¢ =2.5 is
appropriate. If the i-th distribution satisfies the rule, the
current pixel value matches the i-th distribution. The pa-
rameters of the distribution which matches the new pixel
are updated as'”’

Moo= =pu, . ; +px, (4)
0’?,:':(1 _p)o'xz,i"'p(xx_lumf)Z (5)
p=aw,; (6)

where « is the learning rate, 0 <« < 1; p is the second
learning rate.

The mean values and variances of the distributions
which are not matched remains unchanged. The weights
of K distributions are updated as

w,=(1-a)w,_,+aM (7)

The value of M is denoted as 1 for the model which is
matched and O for the remaining models. In order to im-
prove the reliability of the background model, the weights

k
need to be normalized, w,, = w, / 2 w,, . Then K dis-
i=1

tributions are ordered in a descending sort by the value of
The first B distributions are used as the back-
ground model, and B is estimated as

W, /o,

b
B = arg}{nin( Now,>T) (8)
i=1

where the threshold 7, is a measure of the minimum frac-
tion of the background model.

2 Improved Algorithm
2.1 Number of distributions

The background of the real scene is complex, and dif-
ferent pixel values with varying degrees of confusion keep
changing all the time. If the number of the Gaussian dis-
tributions is fixed, the big number leads to the inefficien-
cy of the algorithm, and the small number leads to the
bad accuracy of the algorithm. So, a single Gaussian
model is used for the pixels that remain almost un-
changed. If the background pixel changes greatly, the
number of Gaussian distributions will increase adaptively.
Oppositely, the number of distributions will be decreased
when the background pixel tends to be steady. The maxi-
mum number of distributions is K, . If the current k dis-
tributions are not matched with the target pixel, and k <
K., then k=k+1, and a new distribution will be gener-
ated and added to the background model. However, if k
=K the new distribution will not replace the one

max >

whose weight is the minimum immediately until its
weight is greater than the minimum one. Before replace-
ment, the mean value and variance of the new distribution
will be updated as Egs. (4) and (5), and the weight will
be updated as Eq. (7). « is replaced by the sigmoid
function'"”’ as

« =T )
where constant 7, is used to control the time that fore-
ground pixels are incorporated in the background after re-
maining stable; variable j is used to count, which records
the matching times between observation and the new
Gaussian distribution. After the new distribution is added
to the background, variable j is cleared, and the new k
weights need to be normalized.

In the classical algorithm, the first successful match is
used as the match result. In fact, the new pixel may be
matched with several distributions, and the first match
may not be the optimal one. In this paper, each distribu-
tion will be matched with the new pixel to find the opti-
mal match. The optimal match can be obtained as

X My

L:argmin{ | } (10)

If the optimal match of continuous 50 frames is the i-th
distribution, and k >1, then k =k —1, and the distribution
whose weight is the minimum will be removed directly.

Fig. 1 shows the adaptively chosen process for Gaussian
distributions.

Do the existing
K distributions Kk }llceepsd
match the pixel? unchange:

Find the optimal
match L

Is the optimal

. K keeps
match of continuous P

unchanged

K keeps
unchanged

Fig.1 Adaptively chosen process for K

2.2 Background update

2.2.1 Update of ¢’

The update of the variance parameter ¢ in Eq. (5) is a
decreasing function which converges to zero. This shows
that the description of the random process for background
tends to a steady state with the accumulation of time. But
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in reality, there exist noise, camera-shake, etc. The high
stability easily leads to the detection misjudgment that oc-
curs on the next time at the same position. So, some
modifications have been made for the update of ¢ ; that
is, o will be kept remaining relatively stable when it
converges to about 15% of the initial value. Fig.2 shows
the update process of o”.
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Fig.2 Update process of ¢

2.2.2 Background update for light mutation

When the light suddenly changes, most of the back-
ground points will be misinterpreted as foreground points
by the classical algorithm. So, the proportion of pixels
with a large change of the current frame in the total num-
ber of pixels § is calculated. If § is greater than threshold
T, (70% is appropriate ), it shows that the light has
changed. Then the Gaussian distribution k,; with the high-
est priority in all the pixels needs to be updated as fol-
lows;

(11)

where f,(x,y) is the current frame, and max(w, ;) is the

My b1 :fk(xsy) s Wi :max(wr,i) , O-f,bl =30

maximum weight.
2.3 Adaptively threshold binarization

With the establishment of the background model, the
difference image can be obtained after the subtraction of
the current frame and the background frame as

D.(x,y) = | f,(x,y) =f,(x,y) | (12)

where D, (x,y) is the difference image, and f, (x,y) is
the background frame.

When the difference of grayscale between the fore-
ground object and the background is great, there exists an
obvious bimodal in the gray histogram. Then the global
threshold method is a good way to obtain the segmenta-
tion result. But when the foreground target image is more
complex, such as when the grayscale of the target object
changes greatly, or it is close to the grayscale of the
background, there will not be an obvious bimodal in the
gray histogram; thus, the global threshold method will

not work well. To solve the problem above mentioned,
segmentation with an adaptive threshold is used in this pa-
per. The basic idea is to classify the pixels of the differ-
ence image, and then different thresholds will be adopted
in segmentation processing for different parts of the
difference image.

In this paper, pixels are classified into two parts as fol-
lows:

(13)
(14)

Dk(-x9y> EDM(X,)’)

Dk(xyy) EDkZ(xyy)

Dk(X,y) <T,

Dk(x’y) >T4

T, :%(median[Dk(x,y)] +max[ D, (x,y) ] +

min[ D, (x,y) ]) (15)

where 7T, is the adaptive threshold; D,, (x,y) represents
the part of the image whose pixels are less than 7, ;
D,,(x,y) represents the part whose pixels are greater than
T,. Finally, the foreground image can be obtained by
segmentation of classified images. As the two parts have
different features, different thresholds need to be used. T
is assumed to be the threshold for D, (x,y), and T, is for
D,,(x,y). The process is

0 D ,y) <T.
Ry (x,y) ={ W) < g
1 Dkl(X,)’)BTs
0 D,(x,y) <T,
Ro(x,3) ={ . Can
1 Dkz(X,.Y)?Ts
T, = | median[ D, (x,y) ] —=0.5max[ D, (x,y) ] -
0.5min[ D, (x,y)] | (18)
T,=T,+3%x1.482 6 x median[ D, (x,y) -
median[ D, (x,y) 1] (19)

where R, (x,y) is the foreground image of part D,, (x,
y); R,(x,y) is the foreground image of part D,, (x,y),
and T, T, are adaptive thresholds.

2.4 Shadow elimination

The shadow is often mistaken as the foreground object.
Its existence brings great difficulties in target detection.
The HSV color space is an intuitive color model, and it
can quantify the difference between the shadow and the
moving target. The determination whether a pixel is a
shadow pixel or not is as follows:

. aslv(x,y)
' TBY(x,y)

Bs(xay>>STsm ‘IH()C,)’> -
BH(xvy) ‘ sTH

0 others

<B, N (I (x,y) -

SP(x,y) = (20)

where I" (x,y), I°(x,y) and I' (x,y) are the HSV com-
ponents of the pixel value /(x,y) at coordinate (x,y) in
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the input image; B"(x,y), B®(x,y) and B (x,y) are
the HSV components in the background model. If I(x,y)
is determined as a shadow pixel, SP(x,y) is set to be 1;
otherwise 0. The two parameters ag and By satisfy the
equation, 0 < ag <Bs <1. The value of oy depends on the
power of the shadow; B, is used to enhance the robustness
to noise, which makes the brightness of the current frame
not be too close to the background. The parameter 74 is
less than O, and the choice of the parameters 7 and 7, is
done empirically.

3 Experiments and Results

To verify the detection results of the proposed algo-
rithm, experiments are performed by Matlab. In the ex-
periments, the maximum number of distributions K, is
set to be 5; variance g, is set to be 30; and weight w, is
set to be 0. 2.

Fig. 3 shows a sequence of the outdoor scene. Fig. 3
(a) shows one frame of the scene, and Fig.3(b) shows
the background frame. Fig.3(c) is the foreground image
obtained by the classical GMM. Fig. 3 (d) is the fore-
ground image obtained by the improved algorithm. We
can find that there exist noise and holes in Fig.3(c). So
the improved algorithm can effectively suppress noise and
cavitation.

(d)

Fig.3 Detection results of outdoor scene. (a) Original input im-
age; (b) Background frame; (c) Result of classical GMM; (d) Result
of improved algorithm

Fig. 4 shows a sequence of the indoor scene, and the
part of the moving target’s grayscale is close to the back-
ground. As the light is strong, there exists shadow, and
the shadow underfoot is obvious. This experiment is to
verify the ability to remove the shadow and the adaptivity
of the algorithm proposed in this paper.

Fig.4(c) is the result of the classical GMM, and Fig.
(d) is the result of the improved algorithm. We can see
that the shadow is detected as the part of the target. By
the shadow elimination, the improved algorithm success-
fully removes the shadow. As the target’s grayscale is
close to the background, there are holes in detection re-

sults. The improved algorithm makes the holes disappear
by a smaller segmentation threshold used in the region
whose grayscale is close to the background.

(d)

Fig.4 Detection results of indoor scene. (a) Original input im-
age; (b) Background frame; (c) Result of classical GMM; (d) Result
of improved algorithm

Fig.5 also shows a sequence of the indoor scene, and
the difference is that the grayscale of the target itself is
small and does not change a lot. In the classical algo-
rithm, the lighter part of the target is recognized as back-
ground, causing the detection error. The improved algo-
rithm adjusts the thresholds adaptively, and it can reduce
the holes.

(a) (b)

(d)

Fig.5 Detection results of indoor scene. (a) Original input im-
age; (b) Background frame; (c¢)Result of classical GMM; (d) Result
of improved algorithm

4 Conclusion

In this paper, we present a detection algorithm. First,
we model the background by the GMM, and the number
of distributions here is estimated adaptively. Secondly,
we classify the pixels of the difference image into two
categories, and each category has its own segmentation
threshold. Finally, we obtain the foreground image after
shadow elimination.
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There are several problems that should be resolved in
future research works. In this paper, we apply three vide-
os in the experiments, and the results are not bad. But we
cannot guarantee whether another video can be detected
well or not. So, we will test more videos to find a more
accurate threshold formula. And the three videos tested in
experiments are shot by static camera, but if the camera
shakes,
well? How to make the algorithm more extensively self-
adaptive needs to be studied further.

will the algorithm proposed in this paper work
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