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Abstract: Semi-supervised discriminant analysis ( SDA),
which uses a combination of multiple embedding graphs, and
kernel SDA ( KSDA) are adopted in supervised speech
emotion recognition. When the emotional factors of speech
signal samples are preprocessed, different categories of
features including pitch, zero-cross rate, energy, durance,
formant and Mel frequency cepstrum coefficient (MFCC), as
well as their statistical parameters, are extracted from the
utterances of samples. In the dimensionality reduction stage
before the feature vectors are sent into classifiers, parameter-
optimized SDA and KSDA are performed to
dimensionality. Experiments on the Berlin speech emotion
database show that SDA for supervised speech emotion
recognition  outperforms state-of-the-art
dimensionality reduction methods based on spectral graph
learning, such as linear discriminant analysis (LDA), locality
preserving projections ( LPP), marginal Fisher analysis
(MFA) etc., when multi-class support vector machine
(SVM) classifiers are used. Additionally, KSDA can achieve
better recognition performance based on kernelized data
mapping compared with the above methods including SDA.
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peech emotion recognition ( SER) has become a pop-
S ular research field"™ since its combination of speech
signal processing, pattern recognition and machine learn-
ing. It is widely admitted that some kinds of low-dimen-
sionality manifold structures or subspaces lie in common
speech emotion feature space. Additionally, the dimen-
sionality of SER features usually turns to be relatively
" Therefore, dimen-
sionality reduction methods play an important role in

high using the proposed features'
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SER, which can reduce the computational complexity and
raise the recognition rate.

In the current research, some manifold-based methods
combined with supervised information are proposed to
discover the underlying sample space structures of speech

67 . . .
', Meanwhile, subspace learning inclu-

ding manifold learning, for instance, LLE"™, Isomap“o],
LE(LPP)!"™  MLE"
unified frameworks'"” " of them are proposed to combine
discriminant analysis, manifold learning and least square

problems. Most of them can provide efficient ways to

emotion signal'

LDP'" etc., as well as some

solve dimensionality reduction or some other problems in
machine learning and the computer vision field. In these
methods,
(SDA)'""", which avoids using only a single embedding
graph, makes discriminant information and k-nearest
neighbor information together to achieve a better training
form for the dimensionality reduction stage.

In this paper, based on SDA, a speech emotion recog-
nition method with the parameters optimized by validation
sets is proposed to meet high recognition rates for speech
emotion from different speakers. Then, kernel SDA (KS-
DA) is also adopted based on kernelized data mapping of
SDA. We input original speech emotion features into
SDA and KSDA. These original features come from re-
cent research. Feature selection methods and SVD de-
scribed in Ref. [12] can be adopted, since there are many
redundant features and the dimensionality of the original
feature sometimes exceeds the number of training sam-
ples.

1 Methods

semi-supervised discriminant analysis

1.1 Speech emotion features

The original speech emotion features adopted here are
mainly composed of two kinds of features, prosodic fea-
tures and acoustic quality features. Prosodic features'’,
which include pitch, energy of voiced segments, durance
features etc., can reflect the changes and overall charac-
teristics of an utterance. Acoustic quality features, which
come from frame acoustic features, generally describe the
timbre of an utterance.

Here, these features are classified according to different

extraction sources. The stage of feature extraction comes
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after the preprocessing stage, which includes pre-empha-
sis and enframing. The features adopted in this paper are
listed below. The statistics here include maximum, mini-
mum, mean, median, standard deviation and range of an
utterance formed by frames.

61 Statistics, the first-order and

1) Energy features
second-order jitter of the energy sequence; statistics of its
first-order and second-order difference sequence; statistics,
the first-order and second-order jitter of the energy se-
quence, with three different frequency bands respectively.

2) Pitch(F0) features'™  Statistics, the first-order
and second-order jitter of the pitch sequence; the statistics
of its first-order and second-order difference sequence;
the slope of the voiced-frame sequence.

3) Zero-cross rate features™  Statistics of zero-cross
rate sequence and its first-order and second-order differ-
ence sequence.

4) Durance features The number of voiced and

unvoiced frames and segments; the longest duration of

[1-3,5-6]

voiced and unvoiced segments; the ratio of the number of
unvoiced to voiced frames; the ratio of the number of un-
voiced to voiced segments; the speech rate.

5) Formant (F1, F2, F3) features’” ™"
formant frequency sequence and bandwidth sequence;
their first-order and second-order difference sequence; the

Statistics of

first-order and second-order jitter of the formant frequen-
cy sequence.

6) MFCC features™™
and their first-order difference sequence.

According to the feature extraction methods, the fea-
ture vectors of a speech emotion recognition utterance

Statistics of MFCC sequences

have a dimensionality of 408.

1.2 Semi-supervised discriminant analysis and its un-
ified forms

The methods of SDA come from the idea of RDA(reg-

a'S,a

a' (S, +7XLX)a-a'S,a

ularized discriminant analysis), which aims to solve the
problem of a small number of training samples. A k-nea-
rest neighbor term in SDA is introduced to replace the
former regularize term in RDA. The original form of
SDA and RDA is as

T
aS.a

arg max———————

« aSa+7/(a)
lal? when RDA

J(a) ={ T T T T
a XLX a or 2a XLX a when SDA
(D)

where S, =S, +S,; S, is the within-class scatter matrix,
while S, is the between-class scatter matrix, as described
in LDA"'. Parameter +=0, controlling balance between
different kinds of information. L =D - § is the Laplacian
matrix of §, where the element of row i and column j in
S and D is

S ={1 i e N(j) or jeNJ(i
Y 0 othgrwise
S, i =7
Dlj — {; ik .] (2)
0 i#]J

Thus, as proposed in LPP"® and LE"", J(a) in SDA is
J(a) = Z(aTx,, —a'x)’Ss, =
2a"X(D - S$)X"a =2a"XLX"a (3)

In the form of SDA, the additional term based on ex-
isting LDA is used to control the balance between super-
vised label information and the nearest neighbor informa-
tion of training samples. It can be seen as a combination
form of LDA and a similar form of LPP. According to
the graph embedding framework proposed by Yan'”', the
graph embedding form of SDA is shown as

_a'(S, +7XLX")a

arg max = arg min
a a

a'(S, +7XLX)a

N¢

oxim) - (3, Lot s i

c=1

a' (S, +7XLX)a

= arg min =
& (S, 4 XLX )a

a'X(D' -WHX'a

arg min

a

where D' and D" are the diagonal matrices with each diag-
onal element representing the corresponding node degrees
of W and W', respectively; e e R"*' is the column vec-
tor with the elements, which are corresponding to emo-
tion class ¢, being equal to 1, otherwise the elements are
equal to 0; n,_ is the number of samples in class c; N, is
the number of classes.

For supervised SDA (all the training samples are la-
beled) and semi-supervised situation of SDA, the adja-
cency matrices of intrinsic and penalty graphs are shown

a'X[ (I +7D) - (%eeT +TS)]XTa

= arg min 4
ga aTX(DP _WP)XTa 4

as
< 1 1
1 _ L e eNT P = LT
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0 0

NxN
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1 0
W= [(N“ ),X, ] + 7S, (6)
0 0 NxN
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To make the parameter 7 between 0 and 1, we can let
the two graphs simultaneously be divided by 7 + 1.
By changing the linear form of data mapping into

aTsDT(X)sD(X)[(I +7D) - ( i ni‘e"(e“)T +TS) ]QDT(XN’(X)CV

c=1

RKHS"", we can draw supervised KSDA in graph em-
bedding according to Eqs. (4) and (5). Then, the map-
ping in the new space is performed. The form is shown as

«'K[ (I +7D) - ( i #e"e“T +78) |Ka

c=1 N,

arg min

where o(X) =[¢(x,) @(x,) @(x,)] is the fea-
tures in the high-dimensionality space of N feature vectors
of training samples; X =[x, X, Xx,]; gram ma-
trix K = o' (X) ¢(X). The linear mapping form of a is
written as ¢(X)a in KSDA.

In Ref. [16], a least-square unified framework is pro-
posed and used for LDA, RDA and their kernelized
form. Then, according to the form of SDA in (1) and
(4), the unified least-square form for SDA and KSDA

can be written as

J(A,B) = | W(I', -BA"p)W_ | 1 +
7| WA, -BA'"p) W, || ¢ (8)

where W, =(G'G) ", W, =1, T, =G", I, =P"; G, is
the indicator matrix with its elements g, =1 when sample i
belongs to class j, otherwise g, =0; P is the approximate
decomposition of § where S~PP'; y =X in SDA and y =
@(X) in KSDA; A, , spans the subspace which preserves
the correlation between I' and y; B, ,, spans the column
space of I'. More information can be seen in Ref. [16].

Eq. (8) can be solved by the form of a generalized ei-
genvalue problem ( GEP). By minimizing the costing
function in Eq. (8), the learning of training samples can
also be achieved.

1.3 Semi-supervised discriminant analysis for super-
vised speech emotion recognition

In the first stage, pre-emphasizing is done by a high-
pass filter. Then, each utterance sample is enframed by
the Hamming window. After that, the features in section
1. 1 are extracted for each utterance sample, which leads
to a 408-dimensional feature vector for every sample. We
call the above procedure as a priori feature extraction. In
contrast, the information of training samples are necessa-
ry in the stage of feature selection, SDA and KSDA. We
call them as the posteriori feature extraction stage. The
Fisher discriminant ratio is chosen as the rule of feature
selection. Then, multi-class SVM classifiers are used for
the dimension-reduced samples in the final classification
stage.

Various kinds of classifiers can be adopted for the
classifying stage of SER. The classifier adopted in the
experiments here is SVM with linear mapping. Due to
the computational complexity of multi-class SVM in op-

‘ @ (XeD [ +1D) —(ee” +75)]¢ Dp(Na

= arg min
© @K[T+7D) - (Lol 418 |Ka

N
(N

timization, we construct multi-class SVM by voting with
2-class SVM between every 2 classes. However, the
voting here may have confusion when the numbers of
votes for some classes are the same. To reduce the im-
pact of the problem, when the problem occurs, we only
consider the 2-class SVM classifiers related to confusion
classes.

Although SDA is approved to be a useful dimensionali-
ty reduction algorithm by experiments in Ref. [ 17], the
choice of the parameter between supervised information
and k-nearest neighbor information of training samples for
supervised situation is not discussed in detail. Owing to
convergence problems of the objective function in SDA
when using the parameter as an alternating-optimization
variable, we enumerate the discrete values of the parame-
ter to achieve relatively better recognition results in every
training set, which is divided into training and validation
subsets by cross-validation.

2 Experiments
2.1 Corpus and preparations

The corpus adopted in the experiments is the Berlin
speech emotion database ( EMO-DB), which has 494
samples selected from 900 original ones. 10 professional
actors (5 male, 5 female) spoke 10 different short sen-
tences in German. Seven emotion categories including
fear, disgust, joy, boredom, neutral, sadness and anger
are in the Berlin corpus. The sampling frequency of the
database is 16 kHz, while quantization uses 16 bits.
Though some deficiencies such as the size of the sample
set, the acting factor and language factor exist in EMO-
DB, the database is still reliable as a standard corpus for
speech emotion recognition research.

The corpus is divided into training and test subsets by
different ratios. We repeat the experiments for 20 times or
more, with random partitions of training and test sets.
The mean values can be calculated based on the repeating
experiments. We use 5-fold cross-validation in the train-
ing set to choose a relatively appropriate parameter in ev-
ery dimensionality reduction for SDA or KSDA. In KS-
DA, three different parameters for three Gaussian ker-
nels, respectively, are used in the experiments. The de-
tailed properties and advantages of kernel methods are
stated in Ref. [18].
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2.2 Results

The 2-dimensional space of test samples is illustrated

rithm. Therefore, the structure of the test samples in
LPP seems not so satisfying in speech emotion recogni-
tion due to the inaccuracy of the features. It can be seen

in Fig. 1, where the spaces of LDA"™, LPP",  from Fig.1 that the samples of anger and fear are rela-
MFA'®" and SDA"" are represented. It is worth noting tively easier to be separated from other classes in most
that only LPP( see Fig. 1 (b)) is an unsupervised algo- circumstances.
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Fig.1 2-dimensional feature space.

The recognition rates of SDA, PCA, LDA, LPP,
MFA, kernell-SDA, kernel2-SDA and kernel3-SDA are
shown in Fig. 2. The reduced dimensionalities are be-
tween 1 and 10 in Fig.2. These dimensionality reduction
algorithms are similar under the framework of graph em-
bedding. Generally, the recognition rates increase with
the increase of the dimensionality. However, the maxi-
mum values of the quotient affect the recognition rates of
LDA and SDA when the dimensionality is greater than 6
in the Berlin database. On the contrary, this kind of
problem does not exist in PCA, LPP and MFA.

Fig. 2(a) shows the recognition rates comparison of
SDA, PCA, LDA, LPP and MFA. It is obvious that
SDA can achieve better performance even in the condition
of supervised dimensionality reduction. the
combination of embedding graphs can improve the recog-
nition rate of speech emotion features in SER. Then, the
algorithms with supervised information ( LDA, MFA,

Therefore,

(a)LDA; (b)LPP; (c)MFA; (d)SDA

SDA) outperform the algorithms without supervised infor-
mation (PCA, LPP) by a large margin. We can see from
the experimental results that the importance of supervised
information is very apparent.

As seen in Fig. 2(b), KSDA can improve the per-
formance of SDA by nonlinear data mapping. In detail,
kernell -SDA and kernel2-SDA, which are with relative-
ly smaller Gaussian kernel parameters, perform better
than kernel3-SDA, whose Gaussian kernel parameter is
larger. Based on the experiments, kernel mapping raises
the performance of SDA in speech emotion recognition.
However, the optimized choice for the parameters of
kernels and their combination forms are still worth dis-
cussing.

Tab. 1 provides the best recognition rates of speech
emotion recognition using PCA, LDA, LPP, MFA,
SDA and KSDA at different ratios of the number of train-
ing samples to test samples. It can be seen that SDA and
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KSDA can achieve better performance than PCA, LDA,
LPP, MFA and baseline in speech emotion recognition,

when the ratios of training to test samples are 5:5 and
6:4.

Tab.1 The best recognition rates using the algorithms at different ratios of training to test samples %
Ratio Baseline PCA LDA LPP MFA SDA Kernell -SDA Kernel2-SDA Kernel3-SDA
5:5 73.4 66. 3 73.8 68. 1 73.9 75.7 78. 4 78.1 76.8
6:4 74.2 66. 4 74. 4 68. 4 74.6 75.9 78.6 78. 4 71.3
0.8r bination can be adopted in speech emotion recognition. In
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Fig.2 Recognition rates of different methods when the dimen-
sionality changes. (a) SDA, PCA, LDA, LPP and MFA; (b) SDA,
kernell -SDA, kernel2-SDA and kernel3-SDA

3 Conclusion

We use SDA and KSDA with optimized parameters in
the dimensionality reduction stage of speech emotion rec-
ognition to improve the performance of recognition rates.
SDA and KSDA can obviously achieve better recognition
capability by only spending extra computational cost in
the stage of training. It can be drawn from the experimen-
tal results that appropriately combining embedding graphs
together is an effective way to obtain better performance
than using individual graphs in speech emotion recogni-
tion.

However, there are some problems in speech emotion
recognition using SDA methods. Optimization by defi-
ning a proper cost function is worth researching. Based
on the thought of SDA in the framework of graph embed-
ding, more categories of graphs and their optimized com-

addition, more accurate selection of speech emotion fea-
tures is another direction of future research.
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