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Abstract: To improve the recognition accuracy of off-line
handwritten Tibetan characters, the local gradient direction
histograms based on the wavelet transform are proposed as the
recognition features. First, for a Tibetan character sample
image, the first level approximation component of the Haar
wavelet transform is calculated. Secondly, the approximation
component is partitioned into several equal-sized zones.
Finally, the gradient direction histograms of each zone are
calculated, direction histograms of the
approximation component are considered as the features of the

and the local

character sample image. The proposed method is tested on the
recently developed off-line Tibetan handwritten character
sample database. The experimental results demonstrate the
effectiveness and efficiency of the proposed feature extraction
method. Furthermore, compared with the detail components,
the approximation component contributes more to the
recognition accuracy.
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he study of English and Chinese character recogni-
Ttion has a history of more than half a century and
many effective techniques have been developed for such
recognition stages as pre-processing, feature extraction,
classification, and post-processing. However, the study
on Tibetan character recognition has just been begun since
the last decade. The recognition of printed Tibetan char-
acters has been studied first; the reason may be that it is
comparatively easier' ™. Recently, the recognition of on-
line handwritten Tibetan characters has been studied by a
few researchers”™ . As far as off-line handwritten Tibetan
character recognition is concerned, a database of off-line
handwritten Tibetan character samples, THCDB, is intro-
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duced by Huang et al”'. A sparse representation-based
classification algorithm is also proposed by them'.

The main contribution of this paper is that the gradient
direction histograms based on the wavelet transform are
proposed as the features of off-line handwritten Tibetan
character recognition. Concretely, to a character image,
the first level approximation component of the Haar wave-
let transform is calculated first; and then, it is partitioned
into several equal-sized zones; thirdly, the local gradient
direction histograms of each zone are calculated; and fi-
nally, all the histograms are considered as the features of
the character sample image. The experimental results on
the THCDB show that the proposed method of combining
the wavelet transform and the gradient direction histogram
leads to a competitive feature extractor.

1 Database and Pre-Processing

We confine ourselves to the recognition of the 30 Ti-
betan consonants, namely, 7, ®, 9, 5, %, & & 9 9
E’ 37 ﬁ’ ll’ "4’ Q’ 51’ 6’ 5, E" "d’ (3\, E, f'-l’ l\l’ X’ N’ q,
8,5, and . All samples of these consonants come from
the THCDB sample database, and the sample number of
each character class ranges from 264 to 318. To each
character class, the 80% samples are used for training
while the remaining 20% samples are used for testing.

To each sample image for either training or testing, the
necessary pre-processes such as segmentation, size nor-
malization, de-noising, and orientation correction are im-
plemented to facilitate the feature extraction process and
improve the classification accuracy. More details about
these pre-processes can be seen in Ref. [7].

2 Proposed Feature Extraction Method

To a character image, a single level wavelet transform
produces one approximation component and three detail
components. Among these, the approximation component
has the advantage of conserving the main information of
the original image. In addition, the local gradient direc-
tion histograms of an image have the advantages of simple
implementation and invariance to the stroke-width varia-
tion. The local gradient direction histograms of the ap-
proximation component make full use of the advantages
of both aspects and, therefore, they are proposed as the
features of the Tibetan character sample image.
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2.1 Calculation of the first level approximation com-
ponent

Wavelet transform is a powerful technique in many are-
as'”’. For a given image A, as shown in Fig. 1, a single
level wavelet transform produces one approximation com-
ponent A, and three detail components H,, V,, and D,.
The approximation component keeps the low frequency
information of the original image while the three detail
components reflect the high frequency information of the
original image in horizontal, vertical, and diagonal direc-
tions, respectively.

T -
Wavelet
IAO transform | |

!

— D,

Fig.1 The first level wavelet transform of a sample of hand-
written Tibetan letter

There are many different wavelet families, such as
Daubechies wavelets, Mexican hat wavelets, and Morlet
wavelets. Among these, the Haar wavelet, a special case
of Daubechies wavelets, has such advantages as conceptu-
al simplicity, high speed, and memory efficiency'"".
Furthermore, the disadvantage of the Haar wavelet is that
it is not continuous, and, therefore, not differentiable.
However, this property becomes an advantage for the
analysis of signals with sudden transitions such as charac-
ter images that have many sharp edges.

To handwritten Tibetan character samples, the first lev-
el approximation component of the Haar wavelet trans-
form conserves the main information of the original image
while the higher level approximation component degener-

ates severely. Fig.2 shows the top two level approxima-
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Fig.2 Top two level approximation components of Tibetan let-
ters 7 and 9 produced by Haar wavelet transform. (a) A sample
image of letter 7| and its first two level approximation components;
(b) A sample image of letter 9 and its first two level approximation
components

tion components of letters  and 9, respectively. It can be
seen that the second level approximation components ( see
the third images of Fig.2(a) and (b)) become so vague
that it is difficult to identify them. Therefore, in our sys-
tem, the feature extraction is based on the first level ap-
proximation component.

2.2 Partitioning approximation component into equal-
sized zones

Characters contain strokes, and the directions of the
strokes have significant effects on the distinguishing of
various characters. For a long time, stroke direction has
been considered in the stroke analysis of character recog-
nition.

For a statistical recognition based on feature vector rep-
resentation, character samples are represented as the vec-
tors of direction statistics. To realize this, the stroke di-
rection angle is divided into a fixed number of ranges,
and the number of stroke segments in each angle range is
regarded as a feature value. The set of numbers of direc-
tional segments thus forms a histogram, called direction
histogram. To enhance the differentiation ability, the his-
togram for the local zones of the character image is often
calculated. In our experiments, the local direction histo-
grams are calculated by decomposing the gradient vector
at each pixel of the local zone to some standard direc-
tions.

2.3 Calculation of local gradient direction histogram

To an image A(x, y), the gradient vector (9A/dx, 0A/
dy) at pixel (x, y) is computed by

0A/dx=A(x+1,y-1) +2A(x+1,y) +A(x+1,y+1) -
A(x-1,y-1) =2A(x-1,y) —A(x -1,y +1)
0A/dy =A(x -1, y+1) +2A(x, y+1) +A(x+1,y+1) -
A(x-1,y-1) =2A(x,y-1) —A(x+1,y-1)
(D

To calculate the features of image A(x, y), a gradient
vector is generally decomposed to some standard direc-
tions. Eight standard directions are usually specified and
each of them is denoted as A,(x, y),i=0,1, ...,7, re-
spectively.

A gradient vector of arbitrary direction is decomposed
into two constituents coinciding with the two adjacent
standard directions. If we use [, and [, to represent the
constituent lengths of two adjacent standard directions,
the corresponding two direction planes are updated with
A(x,y) =A(x,y) +1,and A,(x,y) =A,(x, y) +1,, re-
spectively. The direction planes are completed by separa-
ting the gradient vectors at all pixels. However, for the
sake of recognition accuracy and computing efficiency,
the eight direction planes are usually merged into four by
A(x,y) =A(x, y) +A, ,(x, y),i=0,1,2,3. The local
gradient direction histograms calculated in this way have
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two advantages: simple implementation and invariance to
stroke-width variations'""' .

The process of the proposed feature extraction method
is shown in Fig.3. To each sample (see Fig.3(a)), the
approximation component of a single level Haar wavelet
transform is obtained first ( see Fig. 3(b)). Then, it is
partitioned into several equal-sized zones ( see Fig.3
(c)). Thirdly, the local gradient direction histograms of
all the zones are calculated (see Fig.3(d)). Finally, all
the histograms are considered as the feature values of the

character image.
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Fig.3 Process of the proposed feature extraction method. (a)
A sample image of Tibetan letter 7; (b) The first level approximation
component produced by the Haar wavelet transform; (c) The approxi-
mation component partitioned into four equal-sized zones; (d) Four lo-
cal gradient direction histograms corresponding to the four equal-sized

zones

2.4 Analysis of feature vector dimension

If the width and height of a character image are denoted
as w, and h,, respectively, the width and height of the
first level approximation component becomes w,/2 and
h,/2, because of column-wise and row-wise down-sam-
pling. Therefore, if the width and height of each zone are
denoted as w, and h,, respectively, the total number of
histograms is

4 wo/2 hy/2 _ woh,
w,  h, wh,

(2)

This number is also the dimension of the feature vec-
tor. It can be seen that the dimension of the feature vector
is determined by the size of the sample image and that of
the partitioned zone.

Since the sizes of all sample images are normalized to
48 x 24 in the pre-processing stage, the dimension of the
feature vector is determined by

48 x24
w.h,

(3)

3 Modified Quadratic Discriminant Function

The quadratic discriminant function (QDF) is a popular
statistical classifier and it is obtained under the assumption
of the multivariate Gaussian density for each class. Up to
the present, three versions of QDF, namely MQDFI,
MQDEF2, and MQDF3, have been developed. Comparing

with the QDF, MQDF2 has been proved to be more ef-
fective due to its higher performance and less computation
time. The MQDEFE2 is defined as

k

& (x, w) = Z %[‘0;@ -u)l’ +éri(x) +

i i
k
Y logA, +(d —k)logs, (4)
j=1

where A, and ¢, denote the j-th eigenvalue and its corre-
sponding eigenvector of the covariance matrix 3, respec-
tively; k denotes the number of principal eigenvalues; §,
is a constant; r,(x) represents the residual of subspace
projection.

Liu et al. improved the performance of the QDF in an-
other way'"!
discriminant analysis (RDA) with MQDF2 by smoothing
the covariance matrix of each class with the identity ma-

. They combined the principle of regularized

trix, that is
Si:(l _V)Ei""yo'f (5)

where ¢ =tr(3,)/d and 0 <y < 1. Furthermore, they re-
placed each minor eigenvalue with the average of all mi-
nor eigenvalues. The QDF modified in this way is abbre-
viated as MQDEF3.

The MQDEF3 has the advantages of high computation
effectiveness and remarkable performance. Therefore, the
MQDE3 is employed as the classification function of our
recognition system.

Based on the abundant experiments, the number of
principal eigenvalues k in Eq. (4) and the value of the
regularization parameter y in Eq. (5) are set to be 50 and
0.2, respectively.

4 Experiments

The implementation environment of our experiments is
as follows. The processor is Intel Core 2 Duo CPU
(E6550, 2.33 GHz), and the RAM is 2.00 GB DDR2.
The operating system is MS XP professional SP3, and the
programming platform is Matlab 2007 a.

4.1 Evaluation of size of equal-sized zone

In this experiment, the optimal size of each equal-sized
zone is evaluated by fixing k to 50. The recognition rates
vs. the sizes of the zone are listed in Tab. 1. The dimen-
sions of the feature vector that influence the recognition
time are also listed in Tab. 1.

It can be seen that the best recognition rate 97. 13% is
reached when w, =2 and h, =2, and the average recogni-
tion time of a test sample is 0. 137 O s.

In a word, the optimal values for the parameters of our
recognition system are that k is 50 and the size of each
zone is 2 x2. Under this circumstance, the dimension of
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Tab.1 Recognition rates vs. the sizes of equal-sized zones

Zone size Dimension Recognition rate/ % Time/ms
2x2 288 97.13 137.0
3 x3 128 96.79 69.0
4 x4 72 95.30 58.8
6 x6 32 88.64 51.8
12 x12 8 60.76 47.7
3 x2 192 96.73 86.9
4x2 144 96.67 73.9
6x2 96 95.18 63.2
8 x2 72 93.92 59.3
12 x2 48 89.44 54.2
4x3 96 95.98 62.9
6x3 64 94.43 57.6
8 x3 48 93.98 54.3
12 x3 32 87.49 51.7
6 x4 48 91.51 54.3
8 x4 36 90.59 52.4
12 x4 24 82.67 50.6
8 x6 12 86.29 50.4

the feature vector is 288.
4.2 Comparison with the previous method

The recognition accuracy of the proposed feature ex-
traction method is compared with that of the method in
Ref. [9]. The features in Ref. [9] are extracted as fol-
lows. After the same pre-processing, a character image is
directly partitioned into several equal-sized zones without
wavelet transforms, and, for each zone, four local gradi-
ent direction histograms are calculated. There are totally
(48 x24)/(w_x h,) values and they are considered as the
features of each sample image.

The discriminant function MQDEF3 is also employed for
classification. Similarly, the size of equal-sized zones af-
fects the recognition rate and the dimension of the feature
vector potentially, as shown in Tab.2. It can be seen that
the optimal recognition rate 95. 17% 1is reached as the size
of a zone is 6 x6, which is 1.96% higher than that of the
method presented in Ref. [9].

Tab.2 Recognition rates vs. the sizes of equal-sized zones

Zone size Dimension Recognition Zone size Dimension Recognition
rate/ % rate/ %
2x2 1152 93.75 4 %3 384 94.43
3x3 512 94.25 6 %3 256 94.76
4 x4 288 94.84 8 x3 192 93.98
6 x6 128 95.17 12 x3 128 91.51
3x2 768 94.15 6 x4 192 93.92
4x2 576 93.92 8 x4 144 89.44
6x2 384 93.92 8 x6 96 93.92
4.3 Performance comparison for different compo-

nents of wavelet transforms

The feature extraction method proposed in this paper is
based on the approximation component that maintains the
main information of the original image; the three detail

components are also helpful to achieve good inter-class
variance and distinguish similar characters since they re-
flect the high frequency information in horizontal, verti-
cal, and diagonal directions, respectively. Therefore, the
following experiments explore the contribution of detail
components to the recognition accuracy.

For simplicity, let A, H, V, and D stand for the
methods that calculate the local gradient direction histo-
grams on the approximation component, horizontal detail
component, vertical detail component, and diagonal de-
tail component, respectively; A + H for the method that
concatenate the feature vectors of methods A and H; the
meaning of others, such as H+ V + D, are similar.

The experiments are divided into three groups. The
first group contains the methods that extract the features
just from the detail component, i.e. the methods H, V,
D, and H+ V +D. The second group contains just meth-
od A, the proposed method. The third group contains the
methods A+ H, A+V, A+D, and A+H +V + D,
which extract the features from both the approximation
component and the detail component. For each method,
the dimension of the feature vector, the recognition rate,
and the recognition time are listed in Tab. 3.

Tab.3 Feature vector dimension, recognition rate, and recog-
nition time of the nine methods

Method Dimension Recognition rate/ % Time/ms
H 288 91.68 82.5
v 288 89.50 82.0
D 288 68.39 83.4
H+V+D 864 95.12 514.2
A 288 97.13 84.1
A+H 576 97.30 247.6
A+V 576 97.36 252.2
A+D 576 97.30 251.6
A+H+V+D 1152 97.36 723.5

The following two conclusions can be obtained from
Tab. 3. First, the recognition rate of the proposed method
is at least 2. 01% higher than that of the methods of the
first group, while the recognition time is roughly equal.
Secondly, the recognition rate of the third group is at
most 0.23% higher than that of the proposed method at
the cost of three or more times the recognition time.

Overall, considering both accuracy and speed, the pro-
posed feature extraction method is more powerful than
those methods that are related to the detail components.

5 Conclusion

In this paper, the local gradient direction histograms
based on the approximation component of the Haar wave-
let transform are proposed as the features of a character
image. With the proposed feature extraction method, a
best recognition rate of 97. 13% 1is reached for the recog-
nition of off-line handwritten Tibetan consonants, which
is 1.96% higher than that of the state-of-the-art method.
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It demonstrates that the proposed method is effective.

the de-
tail component contributes less in improving the recogni-
tion accuracy. In addition, the combination of the ap-
proximation component with one or more detail compo-

Compared with the approximation component,

nents improves the recognition rate slightly at the cost of
too much more time. Therefore, considering both accura-
cy and speed,
more powerful than those methods based on the detail
components.

the proposed feature extraction method is
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