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Abstract: Aiming to improve the maneuver performance of the
strapdown inertial navigation attitude coning algorithm, a new
coning correction structure is constructed by adding a sample
to the traditional compressed coning correction structure.
According to the given definition of classical coning motion,
the residual coning correction error based on the new coning
correction structure is derived. On the basis of the new
structure, the frequency Taylor series method is used for
designing a coning correction structure coefficient, and then a
new coning algorithm is obtained. Two types of error models
are defined for the coning algorithm performance evaluation
under coning environments and maneuver environments,
respectively. Simulation results indicate that the maneuver
accuracy of the new 4-sample coning algorithm is almost
double that of the traditional compressed 4-sample coning
algorithm. The new coning algorithm has an improved
maneuver performance while maintaining coning performance,
compared to the traditional compressed coning algorithm.

Key words: coning algorithm; coning correction structure;
maneuver performance; coning performance; frequency Taylor
series method

doi: 10.3969/j. issn. 1003 —7985.2014. 04. 007

n recent decades, it has always been an attractive task
I to design an efficient coning algorithm which includes
designing an efficient coning correction structure and opti-
mizing the structure coefficient. Miller'" first presented a
three-sample algorithm structure and an approach to de-
signing the coning algorithm in a pure coning environ-
ment by truncating the frequency Taylor series of upda-
ting rotation vector error. Lee et al.' further applied

Received 2014-05-06.

Biographies: Tang Chuanye (1982—), male, graduate; Chen Xiyuan (cor-
responding author), male, doctor, professor, chxiyuan@ seu. edu. cn.
Foundation items: The National Natural Science Foundation of China
(No.51375087), the Specialized Research Fund for the Doctoral Program
of Higher Education ( No. 20110092110039), the Public Science and
Technology Research Funds Projects of Ocean (No.201205035), the Sci-
entific Innovation Research of College Graduates in Jiangsu Province
(No. CXZZ12 _0097), the Scientific Research Foundation of Graduate
School of Southeast University (No. YBJJ1349).

Citation: Tang Chuanye, Chen Xiyuan, Song Rui. An approach to im-
proving maneuver performance of coning algorithm[ J] . Journal of South-
east University ( English Edition), 2014, 30 (4): 439 — 444. [ doi: 10.
3969/j. issn. 1003 —7985.2014.04.007]

Miller’s idea and arrived at the conclusion that the un-
compressed coning correction structure exists in redundan-
cy under coning conditions. According to this conclu-
sion, Ignagni™ verified that the cross product of both in-
tegral angular rate samples is independent of absolute
time, and it is merely a function of the time interval be-
tween sampling points under coning conditions. Also, Ig-
nagni'” first designed the compressed coning correction
structure and the compressed coning algorithm. Unlike
the previous coning algorithms for gyro error-free output,
Mark et al. "™ presented a method of tuning a high-order
coning algorithm to match the frequency response charac-
teristics of a gyro with filtered output. Based on the com-
pressed coning correction structure, Savage"' first raised
the idea of using the least square method to design the co-
ning correction algorithm for balanced coning perform-
ance over a coning frequency range. Subsequently, Sav-
age'® further applied the least square method to coning al-
gorithm design in pseudo-coning environments. Tang et
al. """ introduced the least square method into the angular
rate-based attitude algorithm design. Subsequently, Tang
et al. * presented a new type of angular rate-based co-
ning correction structure for coning error compensation.
Chen et al. """
based on the second optimization method. Song et a
concentrated on the improvement of maneuver accuracy of
coning algorithms, and developed an approach to recove-
ring the maneuver accuracy of classical coning algorithms
by combining the earliest time Taylor series method and
the latest frequency methods. Tang et al.'” later pro-
posed a half-compressed coning correction structure to
improve the maneuver accuracy of classical coning algo-

proposed an improved coning algorithm
10

rithms and to achieve a balance between algorithm accura-
cy and the throughput.

This paper first presents a new coning correction struc-
ture, which is constructed by adding a sample to the tra-
ditional compressed coning correction structure. The fre-
quency Taylor series method is used for the coning algo-
rithm design based on the new structure. Simulation re-
sults indicate that the new coning algorithm shows an im-
proved maneuver performance compared to the traditional
compressed algorithm, owing to the rationality of the new
structure.
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1 Coning Correction Structure

Generally, the rotation vector ¢, for the attitude update
is calculated by using a simple form to approximate the
integral of the rotation vector differential equation. A
commonly used approximation form'**"' can be written

as
b =a, + 3¢,
a, =alt,t,_ )
1
5, = TLa(r, 1) X wdt
a(t, 1) =f wdt (1)

where t is the time; a, is the integral of the gyro-sensed
angular rate @ from time ¢, , to time ¢,; 3¢, denotes the
coning correction.

In recent decades, the strapdown attitude algorithm de-
sign has centered on developing routines for computing
the coning correction using various approximations for the
updating rotation vector ¢, in Eq. (1). The traditional nu-
merical computation formula for computing ¢, which in-
cludes the integrated angular rate «, and the coning cor-

rection 3¢h,"°"” is given by
b =a, + 3¢,
N
a, = Aa,
k=N-L+1
N-1 N
3d, = Y, Y SiAe; x Aa, (2)
=1 j=i+l

where each Aa is an angular increment over a fixed time
interval T,, and all the Aas are adjacent and spaced se-
quentially forward in time; Aea,_,,, and Aa, are the first
and the last angular increments over time ¢, , to #,, re-
spectively; ¢y s are coefficients depending on the coning
correction form; L is the number of angular increments
selected to compute «, in cycle /; N is the number of an-
gular increments selected to compute 6(2), in cycle /, and
it is set to be equal to or greater than L. This is the well-
known uncompressed N subsample algorithm with angular
increments.

Based on the pure coning motion properties, the com-
pressed algorithm"™ "™
pressed algorithm for computing 3¢b, in Eq. (2). It can be
given by

is equivalent to the uncom-

N-1

8p, = Y KA, xAay, K, =Y Siui (3)

i=s+1
where K| is the coning correction coefficient equivalent to
the sum of ¢, s in Eq. (2).

Both traditional coning correction forms defined by
Egs. (2) and (3) are equivalent under coning motion con-

ditions, but not equivalent under maneuver conditions.
Song et al. """ indicated that the algorithm based on Eq.
(2) can achieve much higher maneuver accuracies, but
requires more throughput than those based on Eq. (3).
This paper proposes a new coning algorithm differing
from the traditional coning algorithm:

N-1

8‘2’1 = stAaN—x X 0, 0, = A, + Aay (4)
s=1

where J is the coning correction coefficient; @, is the

sum of the last two angular increments selected from all

samples over time ¢, , to ¢,, and it can be directly ob-

tained from the process of computing e, in Eq. (2).

2 Coning Correction Algorithm

2.1 Correction coefficient design

Generally, the coefficients J, in Eq. (4) similar to the
coefficients K, in Eq. (3) and ¢; in Eq. (2) need to be
further optimized using an optimum method. The follow-
ing derivation is based on the frequency Taylor series
method”™>*”', and a process of designing the coning cor-
rection coefficients in Eq. (4) is given.

Assume that the body is undergoing the pure coning

motion defined by the angular rate vector'>®> "

(1) = [acosd bOsingk 0]" (5)

where w(¢) is an angular rate vector in the body frame at
time t; a and b are the amplitudes of the angular oscilla-
tions in two orthogonal axes of the body; (2 is the fre-
quency associated with the angular oscillations.

Based on the coning motion angular rate vector defini-
(3]

tion by Eq. (5), Ignagni~ derived the analytical value of
the coning correction d¢p, in Eq. (1) with 1, =¢,_, + T, =

t, , +LT,:
3p,=[0 0 3¢.]"

1 .
3, =7ab[Lﬁ—sm(lﬁ)] B=0T, (6)
where B is a coning frequency parameter relevant to T,.
Under the coning motion defined by Eq. (5), the angu-
lar increment A, is obtained by integrating the angular
rate vector w(?) from ¢, -(N-k+1)T tot,-(N-Kk)T,.

(—~(N-R)T,

Aa, = j w(ndr =
{—(N=k+1)T,

P\]

. T,
2asin TCOS_Q( tt=(N-KT, -

)

0T, ; (7
2bsin TSIH.Q( t,=-(N-KT, - )

l\)"ﬂ [\)‘

0

Also, the angular increment @, is obtained by integra-
ting the angular rate vector w(t) from ¢, —-27, to t,.
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0, = sznw( fndr =
2asin(QT,)cosqXt, — T,)
2bsin(QT,) singXt, — T,) (8)
0

Then the cross product Ae, x @, is derived from Egs. (7)
and (8) as

Aa, x 0, =

[0 0 4absinfzisin3sin((N-k)ﬁ-éi)]T 9)

Substituting Eq. (9) with k =N - s into Eq. (4), we
obtain the value of coning correction 8¢, as

N-1

3, = Z]J.YAaN,xxaN =[0 0 3¢.]

e B B\ _
dp, = 4ab; J sin > smﬁsm(sﬂ -5 ) =

ab ¥ Jf.(B)

f.(B) =sin(sB) +sin[(s-1)8] -

sin[ (s +1)B] —sin[ (s -2)p] (10)

Since the z axis component of the coning correction d¢b,
or 3¢, is only non-zero and dependent on time interval,
we define the z axis component of the difference between
8¢, and d¢p, as the coning correction error e(B), i.e.

e(B) =3, - 3. (11)
Substituting Eq. (6) and Eq. (10) into Eq. (11) gives

N-1

eB) = aby Jf.(B) - 3-ab[1B ~ sin(1B)] (12)

According to the Taylor series expansion of sin8 around
zero point, we have
ipe S DT gy
k=1 (2k - 1) !
Then the error e(B) in Eq. (12) can be expanded as a
Taylor series form around zero point,

1 3 - 2k+1 - 1 2k+1
e(B) :7611?; ﬁ[L +2\2:1szj(k) ]B
Zi(k) ES2k+1 +(S_1)2k+1 —(S+1)2k+1 _(S_z)zkﬂ
(14)

Setting the coefficients of the first N — 1 terms of Tay-
lor series Eq. (14) to zeros, we can obtain the system of
linear equations, which can be simplified as

N-1

2 Jz (k) =-L"" k=1,2,...,N—=1(15)
s=1

Defining terms

J:(‘I.v,])(N—])xl -,A._IEJS
A :(aks)(N—l)x(N—l) a;mEzZi(k)
B =(bk,1)(N71)><] bk71 = - (16)

Then the systems of linear equations (16) can be rewrit-
ten in the following matrix form:

AJ =B (17)

where A is an N —1 by N —1 square matrix whose k-th row
and s-th column component is a,;; B is an N —1 by one
column matrix formed from components b, s; Jis an N -
1 by one column matrix formed from components J, ,s.

Solving Eq. (17), we obtain the optimized coning cor-
rection coefficients J s, which are applicable to the co-
ning correction form defined by Eq. (4).

J=A"'B (18)

2.2 Algorithm performance evaluation

Two types of error models are defined to evaluate the
coning algorithm performance under coning and maneuver
environments.

In coning environments, the algorithm error of the new
coning algorithm based on Eq. (4) is defined as the aver-
age rotation error rate ¢,(8), which is equal to the ratio
of the N-th term of e(B) in Eq. (14) to T,(T,=LT,).

é](ﬁ) = @(‘Q) Fj(ﬁ)
50O =L
D)) = > ab()

F,(B) = (—1)"’ [L2N+l+2§~] ](N)]Bj (19)

! (2N + 1)! 2 st L
Similarly, the algorithm error of the traditional coning al-
gorithm based on Eq. (3) is directly given by the average

rotation error rate €,(3) B
é(B) = DD F(B)

H() = %ab(l

(=D" o, N -
F(B) = W[L +2;szx(1\7)]%

Zi(N) EZSZN-H_(S+1)2N+1_(s_1)2N+1 (20)

where @((2) is the total rotation rate used to evaluate the
coning algorithm performance; F,(8) and F (83) are two
normalized errors.

For evaluating the algorithm performance in maneuver
environments, assume that the body is undergoing a ma-
neuver angular motion characterized by the angular rate

3,5,9,
vector> >
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w(t) (21)

0
i-1
= Y g(t—1)
i=1
where g, is a coefficient vector; Q is the number of coef-
ficient vectors; ¢, is the beginning time measured. In-

tegrating Eq. (21) from ¢, | to ¢, we obtain

0

a(t,t,_ ) = f w(t)dt = Zgi %[(t —-t,) - (1,

i=1

- to)i]
(22)

Egs. (21) and (22) are substituted into Eq. (1). After in-
tegrating and simplifying with ¢, |, =t, - T, =t¢, - LT, and
t, =0, we can give the analytical coning correction 8¢,,

1 (o] o
¢ = 72 Y g, xg, -
p=1 g=1
( ik t1(t, = LT,)"
p(p+q) rq

t, —LT )"
+<1 ) )

q(p +q)
(23)

For the new algorithm, the numerical coning correction
3¢, is computed by Eq. (4) and the coefficients deter-
mined by Eq. (18) in the maneuver environment defined
by Eq. (21). For the traditional compressed algorithm
the numerical coning correction 8(?)”( is computed by Eq.
(3) and the determined coefficients'”™' in the maneuver
environment defined by Eq. (21).

The algorithm error is defined as the average rotation
vector error rate €,,(t,) , which is equal to the ratio of the
rotation vector error to 7,( T, =LT,),

8‘;5/ - 8‘[’1

. (24)

éy(1)) =
where 8(211 should be equal to B(fﬁu for the new algorithm,
and 3¢b for the traditional compressed algorithm.

2.3 Algorithm example

The coning correction forms expressed by Eqgs. (3) and
(4) can be also, respectively, rewritten as

by = (K Aay_, + +K,_Aa,) xAay (25)

S, = (J Ay, ++++J,_ Aa,) x0,  (26)

Using Eq. (18), we can design the coefficients J, s for
any N-sample algorithm. When L = N =4,
sample algorithm becomes

the new 4-

176 54

8‘?’”:(105“'3 105A"2 1052 )XM"”A‘“)

(27)
In addition, the coning coefficients K s in Eq. (25) are
designed by the same optimization method as given in the

above. When L =N =4,
rithm"? becomes

the traditional 4-sample algo-

. (214 54
8""“(105““ IOSAaz 105A )an4 (28)

3 Simulation

To illustrate the properties of two 4-sample coning al-
gorithms, algorithm errors are computed under coning en-
vironments and maneuver environments, and then algo-
rithm performances are compared and analyzed. In each
algorithm, 7, =1 ms, 7, =LT,, and L =N =4.

In Fig. 1, CFSn4 indicates the 4-sample coning algo-
rithm based on Eq. (4) taking the coefficients determined
by the coning frequency Taylor series method. CFSc4 re-
presents the 4-sample coning algorithm based on Eq. (3)
taking the coefficients determined by the coning frequency
Taylor series method.

10°
10721
10 4f
1061

-8}
10 sess CFSct

CFSn4

Normalized average rotation error rate

" ]
10! 102 10°
Coning frequency/Hz
Fig. 1
éx(B) vs. coning frequency B/ (2wT})

Normalized average rotation error rate ¢; () and

In the coning environments with @ ((2) set to unity one
over all frequencies, the average rotation error rate ¢,(3)
in Eq. (19) with the coefficients in Eq. (27) and €,(8)
in Eq. (20) with the coefficients in Eq. (28) are compu-
ted, respectively. Thus, a plot of normalized average ro-
tation error rate ¢,(B) vs. coning frequency B8/ (2wT,)
as in Fig. 1(a) and a plot of normalized average rotation
error rate ¢, () vs. coning frequency B/ (2w7T,) as in
Fig. 1(b) are obtained.

For algorithm performance evaluation, we set

0=5
g =10 0 0]

g, =120252/143 470/143 -29 778/143]"
g, =[-5063/134 3788/761 16 159/82]"
g2, =1[3656/43 625/36 -10371/139]"
g, =[-5875/117 2633/694 2196/119]"

Then the extreme 2 s angular maneuver rate profile is giv-
en in Fig.2.

The rotation error rate vector €, (#,) is computed for
two 4-sample algorithms expressed by Egs. (27 ) and
(28) over the maneuver profile in Fig. 2, and the compu-
tation results are illustrated in Fig. 3.
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the new 4-sample coning algorithm CFSn4 approaches
half that of the traditional compressed 4-sample coning al-
gorithm CFSc4. For example, the maximum of the
z-component of the maneuver error vector, as the maxi-
mum of three components of the error vector for the algo-
rithm CFSn4, is approximately 2.2 x 10 7°(°)/s (about
7.92 x107°(°)/h) and lies at 2 s, and that for the algo-
rithm CFSc4 is approximately 4.2 x 10 °(°)/s (about
1.512x1072(°)/h) and also lies at 2 s. It means that
for a typical aircraft INS with a 0.01 (°)/h gyro error,
the accuracy improvement of the algorithm CFSn4 is sig-
nificant compared to the algorithm CFSc4 and can evi-
dently improve the INS performance in maneuver environ-
ments.

4 Conclusion

The proposed coning correction algorithm is efficient in
coning environments and maneuver environments. The
new coning algorithm and the traditional compressed co-
ning algorithm have the same efficiency with the same
computation load and coning accuracy. In maneuver envi-
ronments, the performance of the proposed algorithm is
clearly superior to that of the traditional compressed algo-
rithm. The new 4-sample coning algorithm almost doub-

Time/s
(b)

Fig.3 Average rotation error rate vector €,,(f,) vs. time. (a) x-component; (b) y-component; (c) z-component

Fig. 1 indicates that the new 4-sample coning algorithm
CFSn4 and the traditional compressed 4-sample coning al-
gorithm CFSc4, both with the coefficients optimized by
using the coning frequency Taylor series method, have
the same algorithm accuracy over the coning frequency
range. It means that both algorithms are equivalent. This
is because the new coning correction form defined by Eq.
(4) and the traditional compressed coning correction
form defined by Eq. (3) are both based on the coning
motion properties and derived from the uncompressed
form defined by Eq. (2).

By comparing algorithm errors in the set maneuver en-
vironment, Fig. 3 illustrates that the maneuver error of

4.5

[N
w_ o
T

— — [\S) oW
(=] wn O wn O

4
wn

Average rotation error rate/ (10 76(°).s1)

<

Time/s
(¢)

les in maneuver accuracy, compared to the traditional
compressed 4-sample coning algorithm. The proposed al-
gorithm has improved maneuver accuracy while maintai-
ning coning accuracy and algorithm throughput.
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