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Abstract: A bottleneck automatic identification algorithm
based on loop detector data is proposed. The proposed
algorithm selects the critical flow rate as the trigger variable of
the algorithm, which is calculated by the road conditions, the
level of service and the proportion of trucks. The process of
identification includes two parts. One is to identify the
upstream of the bottleneck by comparing the distance between
the current occupancy rate and the mean value of the
occupancy rate and the variance of the occupancy rate. The
other process is to identify the downstream of the bottleneck by
calculating the difference of the upstream occupancy rate with
that of the downstream. In addition, the algorithm evaluation
standards, which are based on the time interval of the data,
the detection rate and the false alarm rate, are discussed. The
proposed algorithm is applied to detect the bottleneck locations
in the Shanghai Inner Ring Viaduct Dabaishu-Guangzhong
road section. The proposed method has a good performance in
improving the accuracy and efficiency of bottleneck
identification.
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ypical bottleneck analysis methods involve conges-

tion graphics, vehicle arrival curves and the traffic
flow theory. The methods above are based on the loop
detector data. They assume that traffic patterns can be de-
termined by the functional relationship of traffic flow and
occupancy. The data analysis methods include decision
trees, statistical analysis and filtering. With the develop-
ment of data collection and information processing tech-
nology, the fuzzy theory, expert evaluation, pattern rec-
ognition, and artificial intelligence techniques have be-
come important methods in congestion automatic identifi-
cation algorithms. ACI algorithms can be divided into

discrete and continuous types''”. The discrete method is
based on the traffic parameter threshold. It is assumed

that congestion occurs when a certain traffic parameter is
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greater than the threshold value. In 1997, with the vehi-
cle arrival curves, Cassidy et al. ' discussed the length of
queues and waiting time in congestion. Based on the re-
search findings of congestion, Bertini et al. "' proposed
an automatic bottleneck recognition algorithm in 2005,
identifying and classifying bottlenecks with historical da-
ta, and taking speed as the indicator of a bottleneck.
However, these algorithms have not analyzed the statisti-
cal features of a bottleneck in detail, which decrease the
precision of identification algorithms. Besides, most con-
gestion identification algorithms were about congestion
points. The research target of bottleneck identification is
to discover the congestion influence scope, including the
upstream and downstream of bottleneck locations. There-
fore, a traffic flow analysis with more integrity is neces-
sary.

In this research, based on loop detector data, the criti-
cal flow rate is calculated as the trigger variable, which is
calculated by the road conditions, the level of service and
the proportion of trucks. Occupancy is calculated as the
identification parameters. In addition, algorithm evalua-
tion standards are discussed.

1 Description of the Algorithm

A traffic bottleneck is a localized disruption of vehicu-
lar traffic on a street, road, or highway. As opposed to a
traffic jam, a bottleneck is a result of a specific physical
condition, often the design of the road, badly timed traf-
fic lights, or sharp curves. They may also be caused by
temporary situations, such as vehicular accidents. An al-
gorithm based on occupancy differences between adjacent
detectors to identify bottleneck locations and their activa-
tion and deactivation periods using loop detector data has
been developed.

In this algorithm, the critical flow rate is defined as the
trigger variable, and it is calculated based on the road
conditions, the level of service and the proportion of
trucks. When the flow rate is greater than the critical val-
ue, the identification process can start'” ™

1.1 Trigger variable of the algorithm

According to the traffic flow theory, when traffic de-
mand exceeds road capacity, resulting in congestion, the
flow rate decreases and congestion forms. Therefore, the
flow rate can be used as the trigger variable of the algo-
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rithm. The critical flow rate is determined by the de-
signed capacity and the level of service. User perceptions
are variable at different time and in different environ-
ments. AASHTO design standards suggest that a good
target level of service in an urban area is D, but in a rural
area a good target level of service is C. Generally, when
the level of service is C, average speeds begin to decline
with increasing flow!”. We define the situation, in which
the level of service is C, as the trigger point. However,
it is difficult for the bottleneck automatic identification
system to calculate the V/C ratio. The trigger value
should be obtained immediately. Therefore, the accumu-
lative flow rate in 5 min as the trigger variable is chosen.
Tab. 1 lists the critical V/C ratio based on the level of
service and the design speed. The capacity should be
multiplied by the V/C ratio when the level of service is C
to obtain the trigger value.

Tab.1 Critical V/C ratio based on LOS and FFS
Design speed/

Level of service

(km - h™1) A B C D E
100 0.40 0.69 0.91 1.00 >1.00
80 0.34 0.6l 0.83 1.00 >1.00
60 0.30 0.55 0.77 1.00 >1.00

The influence of large vehicle on traffic flow is not
considered when calculating the free flow speed. There-
fore, the trigger value obtained from Tab. 1 should be
multiplied by f, .

1.2 Identification process

There are two elementary values which need to be de-
fined in the bottleneck automatic identification algorithm.
One is the minimum value of the difference between the
upstream and downstream occupancy rates. The other one
is the minimum value of the upstream occupancy rate. To
define the difference between the upstream and down-
stream occupancy, it must be ensured that the upstream is
in a state of congestion, and the downstream is free
flow ™"

Before defining the critical value, we should analyze
the historical data to obtain the difference between the up-
stream and downstream occupancy rates. Experiments
show that there are some overlaps in the difference be-
tween them. As this algorithm also requires the upper oc-
cupancy rate greater than a certain critical value, it should
be ensured that the critical value of the difference between
the upstream and downstream occupancy rates is smaller
than the occupancy rate when a bottleneck occurs.

As the maximum upstream occupancy rate is affected
by the road conditions, we use the distance between the
current occupancy rate and the mean value of the occu-
pancy rate from ¢, _, to t,_, instead of the maximum up-
stream occupancy rate. The distance between the current
occupancy rate and the mean value of the occupancy rate

is equal to the current occupancy rate subtracting the
mean value of occupancy rates from ¢,_, to ¢, _,.

(1)

where D, is the distance between the current occupancy

D, =0(it) -E(0, .0, )

rate and the mean value of the occupancy rate from ¢,_, to
t,_¢3 O(i,t,) is the occupancy rate at t ; E(O, , -,
O,M) is the mean value of the occupancy rate from 7, _, to
[P

If D, is greater than the variance of the occupancy rate
from #,_, to t,_, we assume that unit 7 is the upstream of

the bottleneck.

D,=8(0, ,,0, ) +a (2)

where S( O, ,--,0, ) is the variance of the occupancy
rate from ¢, _, to f,_¢; « is the adjustment parameter.

Based on the definition of a bottleneck, the down-
stream of the bottleneck is free flow, which means that
there is a value difference between the upstream and
downstream occupancy. Experiments show that regional
differences have an impact on the critical value of the
difference between the upstream and downstream occu-
pancy. Data analysis is a common method to determine
the critical value of difference, but the analysis process is
very complicated. In order to make the parameter in this
algorithm universal, we use an adjustment parameter. To
speed up the process of bottleneck identification, we also
use the mean value of occupancy rate from #,_, to ¢, .

The difference between the upstream and downstream
occupancy rates equals the current occupancy rate at point
I, which subtracts the downstream occupancy rate. It
should be noted that the value of n in the following for-
mula requires several further tests.

P(t,) =0(i,t,) -0(i+n,t,) (3)

where P(t,) is the difference between the upstream occu-
pancy rate and that of the downstream; O (i,¢,) is the
downstream occupancy rate at point i; O(i+n,t,) is the
occupancy rate, n=1, 2,---

The critical value of difference after adjustment equals
the difference between the upstream occupancy and the
downstream occupancy, divided by the mean value of the
occupancy rate from ¢, to f, .

P.(t) =P(1)/E(Co, ,,0, ) (4)
where P, (t,) is the critical value of difference after ad-
justment; E(o, ,---,0, ) represents the mean value of

the occupancy rate from ¢, , to ¢, .

The parameter i in Eq. (3) is defined as the section of
pavement units when identifying the location of the bot-
tleneck. The value of i equals the longitudinal space of
loop detectors, which is 20 or 50 m on the expressway.

The parameter ¢ is defined as the data aggregation lev-
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el. The original loop detector data is collected every 20
s, which is highly volatile. Different data aggregation
levels can affect the promptness and accuracy of the algo-
rithm. So the original loop detector data should be facili-
tated aggregation before being used in the algorithm. De-
tails will be discussed in the following section.

Fig. 1 shows the process of bottleneck automatic identi-
fication.

Identification unit i, data aggregation level s

Determine the critical flow rate based on FFS and fyy

17 7 e

Yes

/
@nit i at ¢, is upstream of bottlenec@ (Not a bottleneck)

Fig.1 The process of bottleneck automatic identification

As shown in Fig. 1, the first step of the bottleneck
identification algorithm is to divide the road section into
several units and to determine data aggregation level.
Then, the critical rate of flow is calculated. After prepro-
cessing, f(i,t) is compared with the critical rate. If (i,
t) is greater, the process of bottleneck identification can
start. The process of identification includes two parts.
One is to identify the upstream of the bottleneck by com-
paring the distance between the current occupancy rate
and the mean value of occupancy rate D, with the vari-
ance of the occupancy rate. If D, is greater than the vari-
ance of the occupancy rate from f,_, to ¢, assume that
unit i is the upstream of bottleneck. The other is to identi-
fy the downstream of bottleneck by calculating P, (t,). If
P (t,) is greater than 0.2, assume that unit i + n is the
downstream of bottleneck.

1.3 Evaluation model

The accuracy of this automatic recognition algorithm of
the bottleneck should be determined by three aspects. The
first aspect is the percentage of the bottleneck points that
can be recognized at all the bottleneck points; the second

is the percentage of “fake bottleneck points” in the bot-
tleneck points that are recognized; and the third is the
time interval of the date which can also influence the sen-
sitivity of the algorithm. In practice, regional differences
make it difficult to balance the failure of recognizing the
real bottleneck points and the mistaken recognition of
“fake bottleneck points”. So the optimal choice of pa-
rameters depends on the user’s choice of a composite
score function that takes the relative costs of missed bot-
tlenecks and false alarms into account.

The percentage of the bottleneck points recognized
equals the number of the bottleneck points which have
been recognized divided by the number of the total bottle-
neck points. While the percentage of “fake bottleneck
points” equals the number of the fake bottleneck points
which have been recognized, divided by the number of
the total bottleneck points which have also been recog-
nized.

T=-—" (5)

where T is the percentage of the bottleneck points recog-
nized; ¢, is the number of the bottleneck points which
have been recognized; n, represents the number of the
whole bottleneck points.

Pt

Ly

(6)

where F means the percentage of * fake bottleneck
points” ; f, is the number of the fake bottleneck points
which have been mistaken; i, is the number of the total
bottleneck points which have been recognized.

The accuracy of this automatic recognition algorithm of
bottleneck can be calculated as

S =BT - a.F) (7)

where S is the accuracy of this automatic recognition algo-
rithm of the bottleneck; B is the correction coefficient de-
termined by the time interval; «. is the penalty weight of
the success rate; «; is the penalty weight of the false-
alarm rate.

2 Actual Analysis

One-week ( from Sept 21 to Sept 27, 2012) loop de-
tector data on the Shanghai Inner Ring Viaduct (5:00—
11:00, 14.00—20:00) were obtained from the Shanghai
Transportation Operation Department. The research scope
starts from Dabaishu and runs to Guangzhong Road.

The first step of the bottleneck identification algorithm
is to divide the road sections into several units and deter-
mine the data aggregation level. In this research, the
number of road units is determined by the spacing of loop
detectors. If the loop detector data is aggregated into 1-

min data, the algorithm should be restricted by some ad-
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ditional conditions. For example, a sustained bottleneck
filter is added to smooth the results of the algorithm. This
filter discards false positives that are isolated in the time
dimension from other detections at the same location.

It can be seen from Fig. 1 that when loop detector data
is aggregated into 3-min data sets, the upstream occupan-
cy remains greater than the downstream occupancy but the
difference in values fluctuates greatly. To obtain higher
recognition rate, the difference between the upstream and
downstream occupancy should be set to be small, which
will increase the possibility of false alarm bottlenecks.
Then we facilitate further aggregation into 5-min and 10-
min data sets. As Figs.2(b) and (c) show, the occu-
pancy rates in bottlenecks ( O,) remain stable.
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Fig.2 Baseline analysis of bottleneck locations. (a) 3-min da-
ta; (b) 5-min data; (c) 10-min data

Based on the above analysis, we conclude that the smal-
ler time interval leads to higher sensitivity. Experiments
show that 5-min aggregation data fits the algorithm best.

In Tab. 1, critical V/C ratio is 0. 83 when the level of
service is C and the design speed is 80 km/h. Then, f,,
is 0.9. The design capacity of the Shanghai Inner Ring
Viaduct is 1 800 (pcu - h™")/lane. Thus, the final criti-
cal flow rate in 5 min is 108 pcu.

Then we input the 5-min data sets to Matlab. When the
flow rate is greater than 108 pcu, the algorithm starts. If
D, is greater than the variance of the occupancy rate from
I
tleneck. If P, (t,) is greater than 0.2, assume that unit i
+n is the downstream of the bottleneck.

The session is identified by Matlab in a space-time dis-

to t,_, assume that unit i is the upstream of the bot-

tribution airstrip, as shown in Fig. 3.
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Fig.3 Bottleneck identified with the algorithm

Fig. 3 presents the bottleneck locations identified which
are marked with the triangles. In this analysis, three se-
vere bottleneck locations were found.

The point where No. 56 loop detector is located be-
comes congested at 6:55, giving rise to congestion and
vehicle delays between the No. 55 loop detector and No.
56 loop detector. The occupancy rate starts to decrease at
9:20, which means that the congestion has started to be
relieved. The road section between the No. 56 loop detec-
tor and No. 58 loop detector is free flow between 6 .00 and
6:35. Then the occupancy rate begins to increase and the
point where the No. 58 loop detector is located becomes
congested at 7:10. The occupancy rate begins to decrease
at 8.:40. Finally, the road section has free flow at 9.45.

3 Evaluation

In section 2, we analyze the distribution of the bottle-
neck in time and space through identifying bottleneck lo-
cations and their activation and deactivation periods. On
the other hand, we are informed of the real distribution of
bottlenecks through video data. Based on this, the accu-
racy of the proposed algorithm is confirmed. The evalua-
tion consists of a series of indices, including the detection
rate T and the false alarm rate F.
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It can be seen from Tab. 2 that the proposed algorithm
has a reasonable detection performance compared to other
methods. Otherwise, the percentage of fake bottleneck
points is 0. 1. The critical flow rate and the occupancy
threshold value are decreased to increase 7. The parame-
ter values can be optimized to decrease F' in application.

Tab.2 Evaluation results of the proposed algorithm

Evaluation parameter Value
T 0.95
F 0.10
S 0.85

The proposed algorithm also outperforms previous cu-
mulative curve methods in terms of precision and identifi-
cation efficiency. In the cumulative curve method, each
identification process is subject to interference by earlier
data. In the proposed algorithm, the identifying process is
only determined by the current data.

4 Conclusion

1) The statistical analysis of loop detector data shows
that the flow rate and occupancy are more reliable param-
eters than speed for bottleneck identification, excluding
affection by speed limits.

2) Loop detector data should be aggregated before the
identification process. Experiments show that a 5-min ag-
gregation data fits the algorithm best.

3) A bottleneck identification algorithm based on the
flow rate and occupancy is proposed. The proposed algo-
rithm includes the trigger variable, the identification
process and the evaluation model. The algorithm reduces
the influence of road conditions and data error by parame-
ter optimization. The results show that the proposed algo-
rithm has a good performance in improving the accuracy
of bottleneck identification.

4) Although the results are encouraging, a number of
extensions to the algorithm need to be studied. Further re-
search should be carried out to validate this algorithm on

other types of roads. Note also that the original loop de-
tectors data should be aggregated before analysis and that
we need toseek a better method of data aggregation to in-
crease the speed of the algorithm.
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