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Abstract: To meet the bandwidth requirement for the
multicasting data flow in ad hoc networks, a distributed on-
demand bandwidth-constrained multicast routing ( BCMR)
protocol for wireless ad hoc networks is proposed. With this
protocol, the resource reservation table of each node will
record the bandwidth requirements of data flows, which access
itself, its neighbor nodes and hidden nodes, and every node
calculates the remaining available bandwidth by deducting the
bandwidth reserved in the resource reservation table from the
total available bandwidth of the node. Moreover, the BCMR
searches in a distributed manner for the paths with the shortest
delay conditioned by the bandwidth constraint. Simulation
results demonstrate the good performance of BCMR in terms
of packet delivery reliability and the delay. BCMR can meet
the requirements of real time communication and can be used
in the multicast applications with low mobility in wireless ad
hoc networks.
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t is usually necessary to design QoS multicast routing
I algorithms to implement multicast applications in
which packets are forwarded from a source to a group of
receivers with QoS support'' *'. Bandwidth is considered
as the primary QoS parameter in most QoS routing proto-
cols. Some of QoS routing protocol in wireless ad hoc
networks is involved in bandwidth calculation
(BWC) "™,

Early work focused on multicast routing without sup-
porting QoS, for instance, MAODV'Y and ODMRP'",
Some examples of QoS multicast in ad hoc networks are
MCEDAR"™, M-CAMP", BDP"”. However, the QoS
multicast protocols mentioned above are not able to pro-
vide even soft QoS support, not to mention strict QoS

support. Therefore, two bandwidth-violation problems,
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i.e., the hidden route problem ( HRP) and the hidden
multicast route problem (HMRP), identified in the band-
width-satisfied multicast tree (BSMT), may seriously af-
fect the performance of the QoS multicast'". In Ref.
[11], the authors proposed a method to estimate residual
In the
mean time, a bandwidth-satisfied shortest multicast tree
from a server to its clients is determined concurrently.
One of the drawbacks of this algorithm is that it needs to
collect the information of the entire network in order to

bandwidth before multicast routing calculation.

determine the bandwidth-satisfied multicast routes, which
goes against the distributed nature of ad hoc networks.
Another drawback is that only the shortest paths which are
formed by minimum number of forwarders are deter-
mined. Although minimum forwarders usually lead to a
minimum delay, it does not always remain true.

In this paper, the influence of the neighbor nodes and
hidden nodes is considered while we investigate QoS mul-
ticast routing. A distributed on-demand bandwidth con-
strained multicast routing protocol in wireless ad hoc net-
works is proposed, considering the influence of neighbor
nodes and hidden nodes. B, 2B, 3B and 4B are the possi-
ble values of the bandwidth needed to be reserved for a
flow requiring bandwidth B. A node will determine how
much bandwidth should be reserved according to whether
it is a source node, a forwarding node, a leaf node or a
neighbor node. The resource reservation table will record
the bandwidth requirement of the data flows which access
its neighbor nodes and hidden nodes as well; and every
node calculates the remaining available bandwidth by de-
ducting the bandwidth reserved in the resource reservation
table from the total available bandwidth of the node. Mo-
reover, BCMR searches in a distributed manner for the
paths with the shortest delay conditioned by the band-
width constraint. It is a distributed on-demand multicast
routing protocol based on local information, and is suit-
able for the self-organized wireless ad hoc networks.

1 The Operation of BCMR

Suppose that the MAC protocol is IEEE 802. 11 DCF.
The wireless channel is bi-directional. Multicast sessions
can only be initiated and terminated by the source node.
The data is only sent by the source node to the destina-
tions nodes.

The relevant terminology is as follows. There are five
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types of packets, named RREQ, RREP, RRES, RREL,
SES-END. RREQ is used when a node initiates a ses-
sion. RREP is used as a response to the reception of a
RREQ for a destination node. RRES is used to reserve re-
sources especially for neighbor nodes. RREL is sent when
the reserved resource needs to be released. SES-END is
used when a source node intends to terminate a session.

1.1 Bandwidth calculation

Bandwidth calculation has to be done before making a
routing decision in BCMR.

1.1.1 Available bandwidth calculation

The available bandwidth of a node is the result of sub-
tracting all of the reserved bandwidth from the total band-
width of a node.

All transmissions going on one-hop neighbors will af-
fect the local channel of the current node. However, not
all transmissions going on two-hop neighbors will affect
the local channel. Taking Fig. 1 as an instance, node B is
out of the transmission coverage range of node A. When
node B transmits information to a node that is located in
the shadow area, the interference to the transmission of
node A occurs. Thus, in many cases, when node A are
transmitting or receiving, only one-hop neighbors of node
A is necessary to reserve bandwidth. When node A has a
session with node C which is located in the shadow area
covered by both node A and node B, the one-hop neigh-
bors of node C need to reserve resources as well. Fig. 1
(a) and (b) illustrate two scenarios. Assume that the
maximum bandwidth of a node is 7 units.

In Fig. 1(a), there is no flow going through node C.
The flow over link A-E will proceed when the bandwidth
requirement of 5 units is met. Then node C needs to re-
serve 5 units of bandwidth for the above mentioned ses-
sion. It is unnecessary to notify the one-hop neighbors of
node C to reserve a bandwidth for this session. Thereaft-
er, node B and node D establish a session with a require-
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Fig. 1
nodes. (a) No flow going through node C; (b) A flow going through
node C

Illustration of bandwidth calculation between neighbor

ment of 3 units of bandwidth. Node C needs to reserve 3
units of bandwidth for node B and likewise it is unneces-
sary to notify one-hop neighbors of node C to reserve
bandwidth. In such cases, the possible negative value of
available bandwidth of node C might occur. However,
this situation does not affect the session proceeding be-
tween A-E and B-D as long as there is no session going
through node C.

In Fig. 1(b), consider the case that the two-hop neigh-
bors do not reserve bandwidth. There is a flow between
nodes B and C consuming 2 units of bandwidth. Node A
and node F will reserve 2 units of bandwidth for the
aforementioned flow between node B and node C. Then
there is a session request between nodes A and E which
requires 3 units of bandwidth. If node A and node E has
enough bandwidth for this session, the session is allowed
to start. As a one-hop neighbor of node A, node C needs
to reserve 3 units bandwidth. Then, there is another ses-
sion request between node F and node D requiring 3 units
of bandwidth. For node F and node D,
bandwidth is enough to support this session. However, as
a one-hop neighbor of node F, node C also needs to re-
serve a bandwidth of 3 units. The summation of the band-

the available

width which needs to be reserved of node C is 8 units
which certainly exceeds its total available bandwidth. The
admission of the session between node F and node D will
influence the previously admitted session. To avoid this
situation of inadequate bandwidth, when node A itself
needs to admit a session just after node B(two-hop neigh-
bor of node A) has a session with node C in the shadow
area, node F(one of the two-hop neighbor of node A)
needs to reserve bandwidth as well. Then the session be-
tween node F and node D cannot proceed because the
available bandwidth of node F is not enough.
1.1.2 Calculation of the required bandwidth of a
node

The consumed bandwidth of a node for a flow with
bandwidth requirement depends on the position of the
node'"!. Suppose that HOPs denotes the number of previ-
ous two-hop neighbors and next two-hop neighbors on the
route. The relationship between the consumed bandwidth
of a node on the route (denoted as B,) and the requested
bandwidth of a flow (denoted as B,) is as follows:

If a node is a forwarding node

If(HOPs = 1) B. =B,

Else if(HOPs =2) B, =2B,
Else if(HOPs =3) B, =3B,
Else B, =4B,

Else if a node is a one-hop and two-hop neighbor node
B. =B,
1.2 Detail description of BCMR

As an on-demand multicast routing protocol, BCMR
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disseminates RREQs throughout a network only when
there is data in a source node needed to multicast to a
group. For each node, there is a routing table to record
the route for every group and a resource reservation table
to record the amount of reserving bandwidth and its corre-
sponding reservation status for each flow. Four possible
reservation statuses are “explored”, “registered”, “neigh-

29

bor”, and “two-hop”. Here, “explored” indicates that
the resource has been reserved after receiving a RREQ.
“registered” indicates the reservation status of a forward-
ing node or a source node right after it receives a corre-
sponding RREP. “neighbor” indicates the reservation sta-
tus of a neighbor node of a flow right after it receives a
RRES. “two-hop” indicates the reservation status of a
two-hop neighbor node after it receives a RRES, which
needs to be determined according to different scenarios.

How nodes in a network cooperate with each other to
complete multicast routing in BCMR will be explained
next.

1.2.1 Route discovery

1) A source node sending a RREQ

The source node which has data to disseminate to a
group checks whether its own available bandwidth meets
the requirement of a flow, i.e. B, > B,. If satisfied, the
source node broadcasts a RREQ to establish a multicast
forwarding structure for the destined group. Then, re-
serve resources, set the resources reserving the status of
the node for this flow as “explored”, and set correspond-
ing reserving time. Recalculate the available bandwidth of
the source node by B, = B, — B,. If not satisfied, the
source node will not send a RREQ.

2) When an intermediate node receives a RREQ

Upon an intermediate node receiving a RREQ, the
node first determines whether it has received a RREQ
containing the same source node IP address and RREQ
ID. If such a RREQ has been received, the node discards
the RREQ.

The case that the RREQ is not discarded is explained as
follows. First, the node determines the consumed band-
width B based on the position of a node. Then B, is com-
pared to B_ and the node discards the received RREQ if B,
is less than B . Otherwise, the node reserves the band-
width of B, sets the reserving status as “explored” and
the reserving time, and updates the value of B,. Next de-
termine whether the HOPs is smaller than the hop thresh-
old. If so, broadcast the RREQ just received. Otherwise,
stop broadcasting the RREQ. If the node does not receive
any RREP or RRES before reserving timeout, it releases
the reserved bandwidth.

3) When a destination receives a RREQ

A member of the multicast group is termed as a desti-
nation node. When a destination node receives the first
RREQ with the specific source IP address and packet ID,
the available bandwidth of the destination node B, is com-

pared to the consumed bandwidth for this specific flow
B_, and the RREQ is discarded if B, is less than B, . Oth-
erwise, the node adds an entry to the routing table, re-
serves the bandwidth,
corresponding entry as “registered” and its corresponding
reserving time, and updates the available bandwidth. If
the HOP is under the hop threshold, the node broadcasts
the RREQ in the same manner as its upstream node did,
since a destination node can also be a forwarding node for
other destinations. Then the destination node responds the
received RREQ by unicasting a RREP.

If there is some entry in the resource reservation table
whose status is “neighbor”, the node sends a RRES to

sets the reservation status of the

their neighbors for every such entry.
1.2.2 Route reply

1) When a forwarding node receives a RREP

An intermediate node receiving a RREP can determine
whether itself is a forwarding node (a node on the multi-
cast forward structure) or a neighbor node (a node which
is a neighbor of a node on the multicast forwarding struc-
ture) from the previous node address in the RREP. There
are several situations that need to be considered.

If the current forwarding node is the common upstream
forwarding node of two destination nodes, which can be
determined from the resource reservation table where an
entry with status “registered” for a different destination of
the same multicast group already exists, only a new rou-
ting entry needs to be added to the routing table.

If there are entries which show that resources have been
reserved for different destinations in the same multicast
group with status “neighbor” or “two-hop”, check the
available bandwidth by comparing it to the consumed
bandwidth of a flow. If B, > B, the current forwarding
node updates the value of the reserved bandwidth, adds a
routing entry in the routing table and forwards the re-
ceived RREP. Otherwise, it RREL to the next down-
stream node. The RREL will be forwarded along the
route through which RREP is received and the reserved
bandwidth will be released until this RREL reaches a des-
tination node.

If there are entries showing that resources have been re-
served for the same multicast group with status “ex-
plored”, which means that the current node has only re-
ceived the corresponding RREQ; it will add a new entry
to the routing table, change the reserving status to “regis-
tered”, set the reserving time to infinity, update B,, fill
the last hop address into RREP, and forward the RREP.
If there is some other entry whose status is “neighbor” in
addition to the abovementioned entry, the node sends a
RRES to notify its neighbor nodes the reserving informa-
tion with status “neighbor”.

2) When a neighbor node receives a RREP

When a neighbor node receives a RREP, it will deter-
mine whether it has reserved resources for some other des-
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tinations in the same group. If this is the case, it means
that this newly coming RREP is from a different destina-
tion, and the resource reservation request is from a differ-
ent route. When RREQ is received by this node, the
bandwidth reserved is only enough for one route. As a re-
sult, the bandwidth reservation with status “neighbor” has
to be updated and B, needs to be recalculated at this time.

3) When a source node receives a RREP

If the source node receives a RREP, it adds a new rou-
ting entry to the routing table, sets the resource reserva-
tion status to “registered” and forwards the RREP to its
one-hop neighbor. Then it determines whether it has re-
ceived RREPs from all the destinations of the group. If
this is the case, it will start to send DATA packets which
carry the source node address, sequence ID, and multi-
cast group address over the established multicast forward-
ing structure. Timeout and retry mechanisms are adopted
for the source node.

1.2.3 Neighbor nodes processing resource reservation

When any node receives a RRES, it will proceed dif-
ferently according to the reservation status in the resource
reservation table. If it has not reserved any resources for
the same destination in the same multicast group as shown
in RRES, which means that it has not received any RREQ
from the same group, it sets the resource reserving status
to “two-hop”, sets reserving time to infinity and updates
B,. If it has reserved resources, it will proceed according
to the reserving status. If the reserving status is “two-
hop”, the reserved bandwidth of corresponding entry is
compared to B_ and the greater one is used to update the
corresponding reserving entry. Otherwise,
node is a forwarding node or a destination node, no pro-
cessing is necessary.

Fig. 2 illustrates this scenario. Here node E and node H
are destination nodes. Suppose that node E and node H
have received the same RREQ and node F and node G
have already received the RREP from node H when node
C receives the RREP from node E. Then node F and G
are not only the forwarding nodes of the group but also
the one-hop neighbor nodes of route A-B-C-D-E. Node J
needs to reserve resources for the flow over route A-B-C-
D-E. So both node F and node G need to send a RRES to
notify two-hop neighbor node J to reserve the resources.

the current

Fig.2 [Illustration of resources reservation

After comparing B, contained in both RRESs, node J re-
serves the greater one.
1.2.4 Resource release

1) When a forwarding node receives a RREL

When a forwarding node receives a RREL, it simply
forwards the RREL to the immediate next node, deletes
the corresponding routing entries, and releases the re-
served resources. When a destination node receives a
RREL, it will forward the RREL, and release reserved
resources. For any forwarding node receiving a RREL, if
there are any entries in the reservation table whose reser-
ving status is “neighbor”, it will release the correspond-
ing reserved resources and send a RREL to all neighbors
according to every entry with status “neighbor” to release
the corresponding reserved resources.

2) When a neighbor node receives a RREL

After the neighbor node receives a RREL, it releases
the corresponding reserved resources and transfers RREL
to its neighbors ( two-hop neighbors) to release the re-
served resources.

3) When two-hop neighbors receive a RREL

When a two-hop node receives a RREL, the only task
that it needs to do is to release the reserved resources for
the flow.
1.2.5 When any node receives a DATA packet

If a node that receives a data packet is a forwarding
node or a destination node, it will simply forward the da-
ta packets according to the routing table to reach the desti-
nations of the group. Any other node that receives a data
packet will simply discard it.
1.2.6 Route releasing

1) A source node sending a SES-END

When a source node intends to terminate a session, it
will initiate the process to end the session after waiting for
some time so that other nodes complete transmitting the
data packets that have been sent out. First, it will send a
SES-END to its neighbor nodes, and then delete the cor-
responding routing entries in the routing table and release
the reserved resources.

2) When a non-source node receives a SES-END

The destination nodes, the forwarding nodes, the one-
hop neighbors and the two-hop neighbor nodes reserve the
resources for flows with status “registered”, “neighbor”,
until receiving a SES-END
from the source node of the specific group.

If a node other than the source node receives a SES-
END for the corresponding group, it first checks whether

“two-hop”, respectively,

there is a corresponding entry in the resource reservation
table. If not, it discards the SES-END. Otherwise, it
will proceed according to the next hop address field in the
SES-END and reserving status. If itself is the node indi-
cated in the next-hop field in the SES-END, it updates
the next hop address in the SES-END according to the
routing table, deletes the corresponding routing entries,
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releases the corresponding reserved resources, and for-
wards the SES-END to the next hop (or next hops). If it-
self is not the next hop node indicated in the SES-END,
it just releases the reserved resources and forwards the
SES-END with its next-hop fields empty. If the next hop
field is empty in the received SES-END and the reserved
status is “two-hop”, the only thing for the current node to
do is release the reserved resources, without forwarding
SES-END. The rest nodes received SES-END just simply
discard the SES-END.

2 Performance Evaluation of BCMR
2.1 Simulation scenarios

This section presents the performances of BCMR by the
simulation. We compared the performances of BCMR
and MAODV. The reason for selecting MAODYV as a ref-
erence is that the essential mechanism under BCMR is
very similar to that of MAODV.

In the simulation, wireless networks were set up with
50, 80, 100 nodes which were randomly and uniformly
distributed over an area of 1 000 m x 1 000 m. The wire-
less transmission range of each node is 250 m. IEEE
802. 11 DCF with link bandwidth of 11 Mbit/s was se-
lected as the MAC layer protocol. The packet size is 512
bytes, and the source node sends CBR flows with a rate
of 5 packet/s. Each group has a multicast group source
node and three destination nodes.

To evaluate the performance of BCMR, three metrics
in terms of packet delivery ratio, routing control over-
head, average maximum end to end delay are defined as
follows. Packet delivery ratio is defined as the ratio of the
number of data packets successfully received by all of the
destination nodes to the number of data packets that all
the destination nodes should receive. The number of data
packets that all the destination nodes should receive is the
product of the number of data packets sent out by the
source and the number of destination nodes. The control
overhead is expressed as the average number of control
packets to successfully deliver each data packet. Control
packets include RREQ, RREP, RRES, RREL, SES-
END and so on. Average maximum end to end delay is
defined as average maximum delay from a source to each
destination. MAODYV and BCMR are simulated under 100
different scenarios with different seeds each time and the
results are averaged over these scenarios.

2.2 Simulation results

Fig. 3 presents the packet delivery ratio of networks
with the network size of 50, 80, 100 nodes, respective-
ly. These results show that there is a great improvement
in terms of packet delivery ratio of networks using BCMR
compared to MAODV. Meanwhile, the packet delivery
ratio of BCMR almost remains stable when the group

number changes. In contrast, the packet delivery ratio of
MAODV drops as the number of multicast groups increa-
ses. This is because if the remaining available bandwidth
of a node is less than the consumed bandwidth for a new
flow in BCMR, it will not allow new data flows to access
it, which guarantees the packet delivery ratio which has
been accessed before. In contrast, a node can access new
flows without checking whether the available bandwidth
can satisfy the consumed bandwidth in MAODV, which
causes severe collisions in networks and leads to the evi-
dent decrease in the packet delivery ratio.
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Fig.3 The packet delivery ratio of networks. (a) With size of
50 nodes; (b) With size of 80 nodes; (c) With size of 100 nodes

Fig. 4 presents the routing control overhead of networks
with size of 50, 80, 100 nodes, respectively. It can be
seen from the figures that the routing control overhead of
BCMR is comparatively much higher than that of
MAODV and the routing control overhead of BCMR
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grows with the increase in the number of group. This is
because the bandwidth reservation needs to be considered
in BCMR. If the available bandwidth of node cannot
meet the requirements, part of the reserved bandwidth of
the upstream nodes needs to be released by sending
RREL. Also, during the route request phase, a node will
send RRES to their corresponding neighbor nodes and
two-hop neighbor nodes, which also causes additional

overhead.
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Fig.4 The routing control overhead of networks. (a) With size
of 50 nodes; (b) With size of 80 nodes; (c) With size of 100 nodes

Fig. 5 shows the average maximum end-to-end delay of
networks with size of 50, 80, 100 nodes, respectively.
The results show that there is a great improvement in
terms of the average maximum end-to-end delay of net-
works using BCMR compared to MAODV. Meanwhile,
the average maximum end-to-end delay of BCMR always
remains at an acceptable value for real-time communica-

tions. The reason is that the bandwidth is guaranteed for
those with an already admitted session while it declines a
newly coming session if the bandwidth cannot meet the
requirements. If the resources are satisfied, less collision
will occur and thus, less delay may be caused.
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Fig.5 The average maximum end-to-end delay of networks.
(a) With size of 50 nodes; (b) With size of 80 nodes; (c) With size of
100 nodes

3 Conclusion

BCMR is an on-demand multicast routing protocol.
The main contribution of this paper is that a node will not
only reserve the bandwidth for the sessions going through
itself but also reserve the bandwidth for the neighbor
nodes and the hidden nodes. In this way, sufficient band-
width is reserved for the sessions that are successfully es-
tablished, so that less collision will occur, thus causing
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