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Abstract: The dual-retrieval ( DR) operation sequencing
problem in the flow-rack automated storage and retrieval
system (AS/RS) is modeled as an assignment problem since it
is equivalent to pairing outgoing unit-loads for each DR
operation. A symmetry Hungarian method
(RSHM), modified from the Hungarian method, is proposed
for generating a DR operation sequence with minimal total
travel time,
ensure a feasible solution and recursion is adopted to break the
endless loop caused by the symmetry marking. Simulation
experiments are conducted to evaluate the cost effectiveness
and the performance of the proposed method. Experimental
results illustrate that compared to the single-shuttle machine,
the dual-shuttle machine can reduce more than 40% of the
total travel time of retrieval operations, and the RSHM saves
about 5% to 10%
operations compared to the greedy-based heuristic.
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recursion

in which symmetry marking is introduced to

of the total travel time of retrieval

nit-load warehouses, in which items are organized
U as pallet quantities (unit-loads) to be stored and re-
trieved, usually serve as distribution centers in logistic
networks so that a high throughput and high storage ca-
pacity are required. Automated storage and retrieval sys-
tems ( AS/RSs) are deployed in unit-load warehouses to
improve throughput, speed up response,
cost, and decrease errors'' ', Multi-deep AS/RSs, such
as double-deep AS/ RSs"', 3D compact AS/ RSs'', and
flow-rack AS/RSs”™, are designed to obtain high floor-
space utilization.
The flow-rack AS/RS is a low-cost multi-deep AS/
RS, in which unit-loads are stored onto the storage face

reduce labor

of the flow-rack and are retrieved from the retrieval face.
The slide of stored unit-loads is driven by gravity. Unit-
loads follow a first-in-first-out ( FIFO) mode, which im-
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plies that an outgoing unit-load may be blocked by the
unit-loads stored in front of it. These blocking unit-loads
must be removed to a restoring conveyor before retrieving
the requested one. A handling machine ( HM) is de-
ployed to the retrieval face to retrieve outgoing unit-loads
and remove blocking ones'”", which makes it difficult to
improve the retrieval performance.

A dual-shuttle machine carries two unit-loads simulta-

(891
neously

, which reduces retrieval time by conducting
dual-retrieval (DR) operations (two retrievals in one op-
eration) in shift-based AS/RSs"”.
machine can remove two blocking unit-loads each time
and retrieve two outgoing unit-loads within a single oper-
ation, it is reasonable to assume that it will provide a
higher retrieval performance than that gained by the nor-
mal HM for a flow-rack AS/RS. However, the invest-
ment of a dual-shuttle machine requires that the DR ma-
the dual-shuttle machine on the retrieval
face, must bring enough retrieval improvement to achieve
cost effectiveness. Therefore, high-performance DR oper-
ations are generated and sequenced to take advantage of
the DR machine.

In this paper, the DR sequencing problem is modeled as
an assignment problem because it is equivalent to finding a

Since a dual-shuttle

chine, 1. e.,

one-on-one matching of outgoing unit-loads with minimal
travel time. A recursion symmetry Hungarian method
(RSHM), modified from the Hungarian method"", is
proposed for DR sequencing, in which symmetry marking
ensures the feasible DR operation sequence and recursion
breaks the endless loop caused by the symmetry marking.

1 Dual-Retrieval Sequencing Problem in Dual-
Shuttle Flow-Rack AS/RSs

A flow-rack is shown in Fig. 1, which consists of L
columns and H rows of bins. Each bin contains M seg-
ments to store at most M unit-loads. The drop-off station
is deployed at (0, 1) and the restoring conveyor is ar-
ranged at (L +1, 1) as shown in Fig. 1. Outgoing unit-
loads are retrieved to the drop-off station while blocking
unit-loads are removed to the restoring conveyor. A DR
machine is deployed to the retrieval face, which can re-
move two blocking unit-loads each time and retrieve two
outgoing unit-loads within a single DR operation.

The set of outgoing unit-loads is denoted as R = {1,
2, ...,m}, in which outgoing unit-load i is located at bin
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Fig.1 Sketch of flow-rack

(x;, y;,), where ie {1,2,...,m}, x,e{1,2,...,L}, and
vief{l,2,...,H}. If mis odd, a fictitious outgoing unit-
load located at (0, 1) is inserted into R to make sure that
m is even. (i, j) represents a DR operation, in which the
DR machine leaves the drop-off station, removes all bloc-
king unit-loads of i and j to the restoring conveyor, re-
trieves i and j, and returns to the drop-off station where
i,jeR. T,is the travel time of the DR operation. Let T,
=, where i=1,2, ..., m. X, is the assignment varia-
ble, which is assigned to 1 if the DR operation (i, j) is
generated. This is because (i, j) and (j, i) represent the
same DR operation, X, =X, whereV i,jeR.

The DR sequencing problem can be described as find-
ing a sequence of DR operations with a minimized total
travel time from a given set of even numbered outgoing
unit-loads. Finding the sequence is equivalent to pairing
outgoing unit-loads for each DR operation. Therefore,
the DR operation generation problem is modeled as an as-
signment problem, which has the following mathematical
formulation:

1
z=72 ZTU.XU. (1)

j=1,2,...,m (2)

> X, =1 i=1,2,....,m (3)
X, =X, Yi,j 4)
X,e{0.1} Vi, (5)

Eq. (1) is the optimization objective of the problem.
Egs. (2) and (3) guarantee that each outgoing unit-load
must be contained by one generated DR operation. Eq.
(4) ensures that the DR operations must be feasible. (5)
specifies the assignment variable.

2 Recursion Symmetry Hungarian Method

Greedy heuristics have been successfully employed for
dual-command sequencing in AS/RSs'”*™', which can be
applied to DR sequencing as well. In this paper, SDRT
(shortest dual-retrieval time) is introduced as shown in

Algorithm 1, of which the time complexity is O(m’).

Algorithm 1 SDRT
Input: R.
Output: DR operations.
while (R# ) do
(i',j') «arg irrl_lir;e{T,;/-};

Output (i', j');

R—R-{i',j'};
return.
Example 1 Assume that there are six outgoing unit-

loads and the travel times of all the possible DR opera-
tions are illustrated as

o 21.8 18.6 14 26.3 27
21.8 o« 20.4 15.4 355 37.4
We 18.6 20.4 o 14.6 32.3 34.2
14 15,4 146 o 27.7 29.6
26.3 35.5 32.3 27.7 e« 37.7
27 37.4 34.2 29.6 37.7

A DR operation sequence ((1, 4), (2, 3), (5, 6)) is
obtained by SDRT, of which the total travel time is
72.1. Although SDRT generates the DR operation se-
quence, room is still left for improvement.

If Eq. (4) is relaxed, the DR sequencing problem be-
comes a minimization classic assignment problem, which
can be solved by the Hungarian method. Let W be the
weight matrix, in which the elements are equal to the
travel times of DR operations. Therefore, W is symmetri-
cal. The execution of the Hungarian method (runs in Ex-

2

ample 1) is shown in Fig.2, in which “ * ” marks zeros

and “_” labels the uncovered minima.
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Fig.2 Execution of the Hungarian method on Example 1

The transformation makes W become asymmetrical as
shown in Fig. 2(b). Therefore, W, may be marked where
W, =0 and W, > 0 by the Hungarian method (e. g., Wj,
is marked and W, is not in Fig. 2(c)). Finally, the as-
signment matrix obtained by the Hungarian method is il-
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lustrated in Fig. 2(f), in which Eq. (4) is unsatisfied and
the corresponding DR operation sequence is unfeasible.
Therefore, a novel marking mechanism is desirable for
obtaining a feasible solution.

Based on Eq. (4), symmetry marking is proposed, in
which only pairs of symmetrical independent zeros are
simultaneously marked. A pair of symmetrical independ-
ent zeros represents two weights W, = W, =0 and there
are no marked zeros in the i-th and j-th rows and the i-th
and j-th columns of W. After marking W, and W, all ze-
ros in the corresponding rows and columns are deleted.
The Hungarian method using symmetry marking is deno-
ted as the symmetry Hungarian method (SHM) .

Ideally, the SHM obtains feasible DR operation se-
quences. However, fewer zeros are marked by the SHM
than those marked by the Hungarian method, which leads
to the failure execution. A failure execution of the SHM
(runs in Example 1) is illustrated in Fig. 3, in which
“ % ” marks symmetrical independent zeros and “ _” labels
the uncovered minima. Fig.3(e) demonstrates that all the
elements are covered, which causes W to remain un-
changed, so an endless loop occurs.
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Fig.3 A failure execution of the SHM

However, the assighment matrix X can be obtained by
the SHM as shown in Fig.3(f), from which a DR opera-
tion sequence is generated as shown in Algorithm 2.

Algorithm 2 ReturnList
Input: X.
Output: Lpgg.-

Lpro—T;

for (i=1 to m) do

for (j=i+1 tom) do
if (X;=1) do
Lpro—Lpro U{(i,)) }3
return Lpgrq

A partial solution with two DR operations, (2, 4) and

(5, 6), can be generated. The remaining outgoing unit-
loads combine the third DC operation (1, 3). Then, the
DR operation sequence is ((2, 4), (5, 6), (1, 3)), in
which the total travel time is 71. 7. If more than two out-
going unit-loads are unpaired when the SHM falls into the
endless loop, a recursion can be employed; in which a
partial solution is generated from the marked zeros and
the unpaired outgoing unit-loads are regrouped to be
solved by calling the SHM again. Based on the above
mechanism, a recursive process is proposed, which is de-
noted as the RSHM ( recursion symmetry Hungarian
method) and shown in Algorithm 3.

Algorithm 3 RSHM

Input: R.

Output: Lpgg-

Initialize X: X;«-0, Vi,jeR;

Establish W: W, «T;, Vi, jeR;

Initialize W: perform row minima subtracting and column minima

Lpgo—@, m— | R

W =

~

subtracting;
5 Mark symmetrical independent zeros in W;
if (there are m marked zeros) then
Xijel if W,»j is marked Vi, je {1,2,...,m};
Lpgro<«—ReturnList( X) ;
goto 19;

O o 3

10 Use a minimal number of lines to cover all zeros in W;

11 if (all weights are covered) then

12 XUFI if Wy is marked Vi,je {1,2,...,m};

13 Lpgo<«—ReturnList(X) ;

14 R—R - {i} if inj =1Vie{l,2,...,m};

J

15 Lihro«<RSHM(R), Lpro«—Lpro ULbro:

16 goto 19;

17 Update W: uncovered weights minus the uncovered minima and
weights at intersections of lines plus the uncovered minima;

18 goto 5;

19 return Lpgg.

Extremely, only one DR operation can be generated in
each recursion, of which the time complexity is O(m’).
Therefore, the time complexity of RSHM is O(m").

3 Performance Evaluation

In this section, simulation experiments are conducted
to analyze the retrieval improvement of the DR mecha-
nism, which is evaluated by the average travel time of re-
trieving a single outgoing unit-load. All the experiments
are programmed in C + + and run on a PC with 3 GHz
CPU and 4 GB RAM.

Assume that the flow-rack contains L columns and H
rows of bins, each of which has M =10 segments. Let 7,
and ¢, be the horizontal travel time and vertical travel time
between a pair of adjacent bins, respectively. Let T =
max{Lt,, Ht,} and b = min{Lt /T, Ht/T} be the nor-
malization factor and the shape factor of the retrieval
face, respectively. Without loss of generality, we assume
that the HM and the DR machine have the same moving
capacity, both of which move faster in a horizontal direc-



34

Chen Zhuxi and Li Xiaoping

tion than in a vertical direction. Therefore, ¢, =0.1 and
t, =0.2. A total of N stored unit-loads are uniformly dis-
tributed on the flow-rack and have the same probability of
being retrieved. Let p = N/(LHM) represent the load rate.

For evaluating the cost effectiveness of deploying the
DR machine, SR (single-retrieval) is proposed to gener-
ate normal retrieval operations for a normal HM. There-
fore, the total travel time of the retrieval operation se-
quence obtained by SR is Zg and the average retrieval time

of a single unit-load is z = Z,/ | R | , which remains un-
changed in different retrieval operation sequences.

For analyzing performance, the RSHM, the Hungarian
method, and the SDRT are employed. Let Z,, Z,, and

Z, be the total travel time of DR operation sequences gen-

erated by the SDRT, the Hungarian method, and the
RSHM, respectively. Therefore, z, = Z,/ \ R
Z./ | R
of retrieving single unit-load obtained by the SDRT, the
Hungarian method, and the RSHM, respectively.

Eq. (4) is not considered in the Hungarian method,
which implies that the obtained DR operation sequences
may be unfeasible. Therefore, the successful rate of the
Hungarian method must be analyzed, in which m € {6, 8,
10, 20, 30, 40, 50, 60,70}, b =1.00, and p =0.5. For
each value of m, the SDRT, the Hungarian method, and
the RSHM, respectively, repeat 100 times to generate DR
operation sequences for the same R where | R | =m. Ex-
perimental results are illustrated in Tab. 1.

s 2y =

, and z, = Z,/ | R | are the average travel time

Tab.1 Retrieval performance obtained by the SDRT, the Hungarian method and the RSHM

Retrieval time/s CPU time/s
" s SDRT Hungarian RSHM SDRT Hungarian RSHM
6 61 21.04 17.34 17.48 0. 00 0. 00 0. 00
8 47 19. 48 16. 44 16. 53 0.00 0. 00 0.00
10 32 19. 47 16. 67 16.77 0. 00 0. 00 0.00
20 1 20. 49 17. 89 17. 89 0. 00 0. 00 0.01
30 0 0.01 0. 00 0. 00
40 0 0. 00 0.03 0.00
50 0 0. 00 0. 06 0.01
60 0 0. 00 0.81 0. 00
70 0 0.01 2.64 0.02

Note: ng represents the number of feasible DR operation sequences obtained by the Hungarian method in 100 repetitions.

Tab. 1 illustrates that the success rate of the Hungarian
method decreases with the increase in m. z, < zz < 2,
shows that the Hungarian method obtains the best solution
if it returns a feasible one. z, is much closer to z, than to
zy. Tab. 1 clarifies that the Hungarian method hardly ob-
tains feasible DR operation sequences when m=20. CPU
times demonstrate that the Hungarian method needs a much
longer computation time than the SDRT and the RSHM
when m=60. The Hungarian method is not employed in
the following experiments because of its low success rate.

The following experiments are conducted for evaluating
the cost effectiveness of the DR machine and analyzing
the performance of the RSHM. The former is measured
by z,/zs while the latter is ranked by z,/z,. The efficien-
cy of the RSHM is measured by CPU time.

Let (L, H) € {(40,20), (47,17), (57, 14), (80, 10) },
i.e., be {1.00,0.72,0.49,0.25}, to simulate different
configurations, m e {6, 8, 10, 20, 30, 40, 50, 60, 70} to
simulate different workloads, and p =0.5. There are a
total of 36 parameter combinations of b and m, in each of
which the simulation experiment repeats 100 times to ob-
tain average results. In each repetition, a set of outgoing
unit-loads R is generated where | R | =m. SR gains a re-
trieval operation sequence while the SDRT and the RSHM
generate DR operation sequences, respectively. The ex-
perimental results are illustrated in Tab. 2.

Tab. 2 shows that z, and z, are much smaller than z
because the DR machine removes two blocking unit-loads
to the restoring conveyor each time and retrieves two out-
going unit-loads within a single DR operation. z,/z
shows that the DR operations obtained by the RSHM save
more than 40% travel time to retrieve the same outgoing
unit-loads when compared against retrieval operations
gained by SR. In all combinations, z./z, shows that the
DR operations obtained by the RSHM have shorter travel
time than those obtained by the SDRT. The RSHM re-
duces by more than 15% travel time in nine combina-
tions, saves about 10% to 15% travel time in six combi-
nations, and shortens 4% to 10% travel time in 21 combi-
nations when compared against the SDRT. With the de-
crease of b, z,/z and z,/z,, decrease, which implies that
the RSHM saves more travel time with a smaller 5. How-
ever, g, Zp, and z; increase with the decrease in b, which
demonstrates that the square-in-time configuration, i.e., b
= 1.00, is optimal. CPU times demonstrate that the
RSHM is an efficient method.

In addition, m and p also influence the performance of
DR operations since more blocking unit-loads require lon-
ger travel time for removal. Let(L, H) e {(40,20), (47,
17),(57,14), (80, 10)}, i.e., b e {1.00,0.72,0.49,
0.25}, pe{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9},
and m =40. There are a total of 36 parameter combinat-
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Tab.2 The performance of the RSHM with different m and p =0. 5

Retrieval time/s CPU time/s
" b zs % = /% =/ SR SDRT RSHM
1.00 32.49 21.95 18.20 0.56 0.83 0. 00 0. 00 0. 00
0.72 33.59 23.11 18.30 0.54 0.79 0. 00 0. 00 0. 00
6 0.49 39.23 26. 06 20. 61 0.53 0.79 0. 00 0. 00 0. 00
0.25 49.20 32.65 25. 06 0.51 0.77 0. 00 0. 00 0. 00
1.00 30.33 19. 83 16. 82 0.55 0.85 0. 00 0. 00 0. 00
0.72 32.96 21.30 17. 84 0.54 0. 84 0. 00 0. 00 0. 00
8 0.49 38.54 24.34 20. 16 0.52 0.83 0. 00 0. 00 0. 00
0.25 49.19 31.20 24.95 0.51 0. 80 0. 00 0. 00 0. 00
1. 00 32.19 20. 19 17.52 0.54 0.87 0. 00 0. 00 0. 00
10 0.72 34.18 21.18 18. 07 0.53 0.85 0. 00 0. 00 0. 00
0.49 37.00 23.07 19. 34 0.52 0. 84 0. 00 0. 00 0. 00
0.25 48.03 29.41 24.04 0.50 0.82 0. 00 0. 00 0. 00
1. 00 32.02 18.93 17.32 0.54 0.92 0. 00 0. 00 0. 01
20 0.72 33.26 19.32 17.48 0.53 0.90 0. 00 0. 00 0. 00
0.49 36.48 20.73 18.37 0.50 0.89 0. 00 0. 00 0. 00
0.25 49.45 27.76 24.21 0.49 0.87 0. 00 0. 00 0. 00
1. 00 32.07 18.35 17.16 0.54 0.93 0. 00 0. 01 0. 00
0.72 33.16 18.59 17.23 0.52 0.93 0. 00 0. 00 0. 00
30 0.49 36. 96 20. 45 18. 64 0.50 0.91 0. 00 0. 00 0. 00
0.25 49.47 26. 87 24.03 0.49 0. 89 0. 00 0. 00 0. 00
1. 00 32.57 18.27 17.28 0.53 0.95 0. 00 0. 00 0. 00
0.72 33.27 18. 44 17.20 0.52 0.93 0. 00 0.01 0. 00
40 0.49 37.18 20. 13 18. 64 0.50 0.93 0. 00 0. 00 0. 00
0.25 48.79 25.99 23.43 0.48 0.90 0. 00 0. 00 0. 00
1. 00 31.75 17.79 16.93 0.53 0.95 0. 00 0. 00 0.01
0.72 33.40 18.33 17.26 0.52 0.94 0. 00 0. 00 0.01
%0 0.49 37.06 19.99 18. 48 0.50 0.92 0. 00 0. 00 0. 00
0.25 49.56 26.22 23.74 0.48 0.91 0. 00 0. 00 0. 00
1.00 31. 65 17. 61 16. 85 0.53 0.96 0. 00 0. 00 0. 00
0.72 32.89 17.76 16.91 0.51 0.95 0. 00 0. 00 0. 00
60 0.49 37.26 19.93 18. 56 0.50 0.93 0. 00 0. 00 0.03
0.25 50. 05 26.32 23.99 0.48 0.91 0. 00 0. 00 0.02
1.00 31.65 17. 49 16.78 0.53 0.96 0. 00 0.01 0.02
0.72 32.51 17.56 16.74 0.51 0.95 0. 00 0. 00 0.01
70 0.49 37.27 19. 84 18.53 0.50 0.93 0. 00 0. 00 0.01
0.25 50. 08 26. 06 23.85 0.48 0.92 0. 00 0.01 0.03

ions of b and p, in each of which the simulation experi-
ment is repeated 100 times to obtain average results. In
each repetition, a set of outgoing unit-loads R is genera-
ted where \ R | =40. SR, the SDRT, and the RSHM are
employed, in which SR obtains a retrieval operation se-
quence while the SDRT and the RSHM generate DR oper-
ation sequences, respectively. Experimental results are il-
lustrated in Tab. 3.

Since M =10, p =0.1 implies that there are few bloc-

king unit-loads. Tab. 3 shows that z, and z, are similar
when p = 0.1, which implies that the SDRT and the
RSHM have similar effectiveness when there is no bloc-
king unit-load. With the increase in p, more blocking u-
nit-loads exist. Therefore, zi, z,, and z; increase be-
cause more blocking unit-loads require a longer travel
time for removing to the restoring conveyor. When p =
0.2, z/z, demonstrates that the RSHM can save more

than 5% of total travel time when compared against the
SDRT. With the decrease in b, z,/z, decreases, which
implies that more travel time is reduced by the RSHM
with a smaller b. However, z, and z, demonstrate that
the retrieval performance reaches optimum when b =
1.00, i.e., the square-in-time configuration is optimal.
Zs» Zp, and z, highlight that the DR machine needs al-
most half the travel time to retrieve the same outgoing
unit-loads as compared with a normal HM. z./z; shows
that more than 40% retrieval time is saved by the execu-
tion of DR operations. CPU times display the high effi-
ciency of the RSHM as well.

In summary, the DR machine reduces the retrieval time
when compared against normal HM, which proves that
deploying the DR machine brings retrieval improvement
in flow-rack AS/RSs. The retrieval time is mainly saved
by removing two blocking unit-loads to the restoring con-
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Tab.3 The performance of the RSHM with different p and m =40

Retrieval time/s CPU time/s
P b g Zp 2R R/ 2 R/ p SR SDRT RSHM
1. 00 10. 52 5.79 5.74 0.55 0.99 0. 00 0. 00 0.01
0.72 10. 99 6.02 5.98 0.54 0.99 0. 00 0. 00 0. 00
0-1 0.49 12.35 6.72 6. 65 0.54 0.99 0. 00 0. 00 0.01
0.25 16. 32 8. 68 8.67 0.53 1. 00 0. 00 0. 00 0.01
1.00 15. 88 10. 10 9.39 0.59 0.93 0. 00 0. 00 0. 00
0.72 16.38 9.93 9.33 0.57 0.94 0. 00 0. 00 0.01
0-2 0.49 18.35 10. 53 10. 05 0.55 0.95 0. 00 0. 00 0. 00
0.25 24.83 13.55 12.93 0.52 0.95 0. 00 0. 00 0.02
1.00 20. 85 11.95 11.22 0.54 0.94 0. 00 0. 00 0.01
0.72 21.87 12. 13 11.36 0.52 0.94 0. 00 0. 00 0. 00
0-3 0.49 25.07 13.30 12.39 0.49 0.93 0. 00 0. 00 0. 00
0.25 32.59 16.73 15. 56 0.48 0.93 0. 00 0. 00 0. 00
1.00 27.01 15.93 15.03 0.56 0.94 0. 00 0. 00 0. 00
0.72 27.51 15.70 14. 65 0.53 0.93 0. 00 0. 00 0. 00
0-4 0.49 31.41 17. 68 16. 10 0.51 0.91 0. 00 0.01 0. 00
0.25 41.31 22.62 20. 30 0.49 0.90 0. 00 0. 00 0.01
1.00 31. 84 17.93 16.99 0.53 0.95 0. 00 0. 00 0. 00
0.72 33.21 18.39 17.19 0.52 0.93 0. 00 0. 00 0. 00
0-3 0.49 37.30 20.29 18. 61 0.50 0.92 0. 00 0. 00 0. 00
0.25 49.96 26.55 24. 06 0.48 0.91 0. 00 0. 00 0.01
1.00 37.32 21.20 20. 06 0.54 0.95 0. 00 0. 00 0. 00
0.72 38.93 21.81 20. 38 0.52 0.93 0. 00 0. 00 0.01
0-6 0.49 43.45 24.03 22.02 0.51 0.92 0. 00 0. 00 0.01
0.25 56.99 30.71 27. 80 0.49 0.91 0. 00 0. 00 0. 00
1.00 42.73 23.74 22.51 0.53 0.95 0. 00 0. 00 0. 00
0.72 45.46 24.89 23.40 0.51 0.94 0. 00 0. 00 0. 00
0-7 0.49 50. 11 27.08 25.10 0.50 0.93 0. 00 0. 00 0.01
0.25 64. 63 34.57 31.43 0.49 0.91 0. 00 0. 00 0. 00
1.00 48.26 26.97 25.61 0.53 0.95 0. 00 0. 00 0. 00
0.72 49.15 26. 98 25.38 0.52 0.94 0. 00 0. 00 0.01
0-8 0.49 55.87 30. 44 28.09 0.50 0.92 0.01 0.01 0.01
0.25 73.17 39.37 35.87 0.49 0.91 0. 00 0. 00 0. 00
1.00 52.61 28. 89 27.40 0.52 0.95 0. 00 0. 00 0. 00
0.72 54.76 29. 69 27.97 0.51 0.94 0. 00 0. 00 0. 00
0-9 0.49 62. 60 33.72 31.34 0.50 0.93 0. 00 0. 00 0. 00
0.25 81.82 43.62 39.96 0.49 0.92 0. 00 0. 00 0.01

vey or each time and retrieving two
within a single DR operation. Experimental results illus-
trate that the DR machine needs almost half the retrieval
time to retrieve the same outgoing unit-loads as compared
with the normal HM even if the DR operations are genera-
ted by a simple greedy heuristic. The RSHM is an effec-

outgoing unit-loads

tive and efficient method, which returns better DR opera-
tions than those obtained by the simple greedy heuristic.

4 Conclusion

In this paper, the DR sequencing problem in flow-rack
AS/RSs is analyzed. The RSHM, modified from the
Hungarian method, is proposed for addressing this prob-
lem. Symmetry marking and recursion are introduced to
ensure feasible DR operations and to break the endless
loop caused by the symmetry marking,
Simulation experiments prove that a DR machine needs

respectively.

almost half of the total retrieval
against a normal HM for retrieving the same outgoing
unit-loads; and the RSHM is an efficient method, which
returns better solutions than those obtained by a greedy

time when compared

heuristic.

In the future, more attention should be paid to the es-
tablishment of a travel time model for a dual-shuttle flow-
rack AS/RSs. A storage assignment for flow-rack AS/
RSs is also necessary to reduce the number of blocking
unit-loads.
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