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Abstract: Considering that the vehicle routing problem ( VRP)
with many extended features is widely used in actual life, such
as multi-depot, heterogeneous types of vehicles,
service priority and time windows etc. , a mathematical model
for multi-depot heterogeneous vehicle routing problem with
soft time windows ( MDHVRPSTW ) is established. An
improved ant colony optimization (IACO) is proposed for
solving this model. First, MDHVRPSTW is transferred into
different groups according to the nearest principle, and then
the initial route is constructed by the scanning algorithm
(SA). Secondly,
crossover probability and mutation probability are adaptively
adjusted in order to improve the global search ability of the
algorithm. Moreover,
improve the performance of the ant colony optimization
(ACO). Finally, the 3-opt strategy is used to improve the
local search ability. The proposed IACO was tested on three
new instances that were generated randomly. The experimental
results show that IACO is superior to the other three existing
algorithms in terms of convergence speed and solution quality.
Thus, the proposed method is effective and feasible, and the
proposed model is meaningful.
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he vehicle routing problem ( VRP) has attracted
T much attention since it was first proposed by Dantz-
ig and Ramser in 1959, Multi-depot vehicle routing
problem (MDVRP) is an extension of VRP and belongs
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to NP-hard problems. VRP with multiple expansion char-
acteristics has been proposed in recent years'>"*'. Under
actual conditions, heterogeneous vehicles are very com-
mon. Besides, traffic accidents, rush hour and other fac-
tors can affect the vehicle speed and the total cost, and
the road conditions should be considered. Furthermore,
considering customer service priority has become a devel-
opment trend in logistics industry, in this paper, a multi-
depot heterogeneous vehicle routing problem with soft
time windows ( MDHVRPSTW) is discussed due to its
complexity and importance.

In recent years, many scholars have extensively re-
searched MDVRP by heuristic algorithms and evolution-
ary algorithms. Rahimi-Vahed et al.””’ proposed a path
link algorithm for the multi-depot periodic vehicle routing
problem (MDPVRP). Ho et al.”! developed two kinds of
hybrid genetic algorithms (HGAs) to tackle the MDVRP.
Tu et al."introduced a bi-level Voronoi diagram-based
metaheuristic algorithm to solve the large-scale MDVRP
model. Yu et al.””’ developed an improved ant colony op-
timization ( IACO) for a dynamic multi-depot vehicle
routing problem( DMDVRP) . Geetha et al. ' proposed an
improved k-means algorithm for clustering, using cluster
first and route second for solving MDVRP, and the nested
particle swarm optimization with genetic operators was
used to solve each VRP. Mirabi et al. ! developed three
hybrid heuristics for solving MDVRP with uncertainty.
Yu et al.'™ presented parallel improved ant colony optimi-
zation (PIACO) to solve MDVRP with a virtual central
depot. Kuo et al." proposed a variable neighborhood
search for solving MDVRP with loading cost. Bettinelli et
al."” presented a branch-and-cut-and-price algorithm for
MDHVRPTW. Surekha et al.''" grouped customers ac-
cording to the nearest depot method first, and then used
the C-W saving method to solve MDVRP. However, the
above literature did not consider all of these factors. To
solve the problem involving all factors, we propose a so-
lution for MDHVRPSTW.

1 Problem Formulation

In this section, we formally state the MDHVRPSTW.
The ultimate goal of the solution is to decrease the cost,
in which customer demands are deterministic, and the lo-
cations of customers and depots are known. Different
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depots have different kinds of vehicles that have various
transportation costs, Moreover,
speed is different at different times, but the driving time

use-costs and loads.

limit is set.
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The following formulae are used to illuminate the con-
straints and definitions.
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The objective function can be expressed as Eq. (1),
where [ is the set of all customers; H is the set of all dep-
ots; i,j are one of the customers; V is the set of all types
of vehicles; c; is unit fuel cost; dU is the distance between
iand j, i,jeIUH; t(i,j) is the travel time from i to j,
where v, is the vehicle speed. x;. equals 1 when vehicle

k" finishes the task at customer i, then travels to j; X
equals 0, otherwise; s, is the waiting fee; s, is the late
fee; T, is the time of vehicle arriving in customer i; [ e,
[,] is the time window of i; s, is the service time for cus-
tomer i; T, is the total time for finishing all tasks; w is
drivers’ salary in unit time; c(k”) is the use-cost of k!; n!
is the number of k’j which is used in delivery; k’j is the ve-
hicle type for depot h. Eq. (2) makes sure that each cus-
tomer is assigned to a single route. Eq. (3) is the capaci-
ty constraint set for vehicles, where y,. equals 1, if k" of-

fer service for i; Ve equals 0, otherwise; g, is the demand

of customer i; Q(k!) is the capacity of vehicle k. Eq.
(4) is the maximum route duration constraint, where D___
is mileage constraint. Eq. (5) assures that each customer
can be served only once. Eq. (6) ensures that all delivery
vehicles must return to the original depot after finishing
the task. Eq. (7) is the longest running time limit, where
eval (X,) is the longest spend time by all used vehicles;
T" is the actual spend time for the vehicle k" on route r;
7‘limil
ture time constraint, where T';in is the actual departure
time of vehicle; T, and T, are the pre-set earliest and lat-
est departure time. Customer service priority is expressed
as Eq. (9), where p, is the customer service priority of
customer i, i e I, where p(h) is the location of depots;
p(0) is the distribution center; #(i, j) is the traveling time
from i to j.

is the driving time limit. Eq. (8) is the actual depar-

2 Improved Ant Colony Optimization

GA has rapid global search capability and can handle
multiple groups of individuals.
space searching are adopted to reduce the risk of falling
into local optimal solutions. However, it does not make
use of feedback information from the system, causing
many unnecessary redundancy iterations and leading to
low solving efficiency ultimately. While ACO converges
to the optimal path through pheromone accumulation and
updates, it has the characteristic of diversity and posses-
ses a positive feedback mechanism.

However, it will cost too much time for accumulating
the pheromone in the early search process, and then it
will affect the solving speed. Combining the advantages
of both the algorithms, and introducing other improved
strategies, to construct a new improved ACO for MDH-
VRPSTW is our main task in this paper.

Multiple solutions of

2.1 Initialization

SA was proposed by Gillett and Miller in 1994'"*'. The
idea of the algorithm is as follows: taking the distribution
center as an origin and grouping customers by rotating the
ray, until it cannot satisfy the constraint conditions, and
then starting a new scan,
scanned on the plane. The detailed steps are described be-
low.

until all the customers are

1) There are a number of depots and customers, and
each customer must be assigned to one depot or route.
Group customers according to the nearest principle.

2) Take the distribution center as the origin of the polar
coordinates, and define the angle among depots and cus-
tomers as 0. Then, transform the location of all custom-
ers into polar coordinates.

3) Group customers. Connect a customer and the dep-
ot, take the straight line as axis, and rotate the axis as the
minimum angle between axis and other customers. Then
establish a group, and add the customer into the group
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gradually based on counterclockwise direction until the
customer violates the constraints. Similarly, create a new
group and add the rest of the customers into other groups.

4) Repeat steps 2) and 3) until all customers are
grouped. Thus, a series of TSPs are formed.

2.2 Genetic algorithm

Integer encoding is used to encode the solution of the
MDHVRPSTW. The fitness function is as follows:

f=1/minz (10)

It is the reciprocal of the objective function. The pa-
rameters to be designed include population size P,
maximum iterations G, crossover probability p,, muta-
tion probability p,, and inversion probability p, . Elite
selection is a kind of basic guarantee for converging to the
optimal solution. Part map crossover and single point mu-
tation are to be adopted in the evolution process. Inver-
sion operators can make the offspring inherit more paren-

tal information.

2.3 Ant colony optimization
2.3.1
The state transition rules are as follows:

State transition rules

5, (D mf, (1)
Py, = Y T (D (1)

sea,

0 otherwise

e A,
(11)

Each ant, denoted as ¢, is assigned to a depot. The
decision-making about combining customers is based on a
probabilistic rule which takes into account both the visi-
bility and the pheromone information on an edge. The ant
uses the following equation to select the next customer ¢,
where PZM is the choosing probability between ¢ and ¢ on
the route; 7, is the pheromone concentration on the edge
(b, @) My, is the visibility on the edge Toes @ is the
pheromone trail; B is the visibility value. A, is the feasi-
ble customers’ set.
if g<gq,

(12)

arg max| 7, (1) 75(0)]
5= sed,
{S otherwise

where ¢ is a random number among [0, 1]; g, is a pa-
rameter, and g, € [0, 1]. Combining deterministic selec-
tion and random selection can increase the probability of
random selection. Moreover, it can also search the solu-
tion space more completely, thus overcoming the defects
of ACO. The ant chooses the next customer according to
the rule, or else chooses the edge as Eq. (11).
2.3.2 Updating pheromone information

The pheromone increments are assigned to each visited
edge. The pheromone updating equations are as follows:

Ty, (T +n) =p7, (1) +(1 —p)AT,, (13)

Ar, = Y T s (14)
el kek
/d , is serviced by k
AT (D) ={Q wo (b@) s
¢ 0 otherwise
0.95p(t-1) 0.95p(t-1) =p,,,
p(t)={ p P Prin(16)
Domin otherwise

where A7, is the sum of pheromone increments on edge
(b, @); AT:Z; is the pheromone increment on edge (¢, ¢)
on the k-th vehicle of the ¢ depot. The parameter that
controls the speed of evaporation is denoted as p. It can
improve the global search ability and lower the conver-
gence speed by changing p adaptively, as shown in Eq.
(16), and p (1,) =1.
2.3.3 Smooth mechanism

Smooth mechanism can improve the ability of explora-
tion of new solutions by increasing the choice probability.

Too(D) =74, (1) +8[ 7, (1) =7, (1] (17)

where § € (0, 1). The pheromone concentration is deno-
ted as 7,,(#), and the pheromone track after smoothing is
denoted as 7,,(#). When § <1, the accumulated informa-
tion is not lost completely in the process of the algorithm,
and is only weakened; when § =1, it means re-initializa-
tion of the pheromone track; when § =0, the mechanism
is closed.

2.4 Main improvement strategies for IACO
2.4.1 Adaptive crossover probability and mutation
probability

The crossover operator and the mutation operator are
introduced into IACO. The crossover operator can in-
crease the optimization space and the mutation operator
can restore the allele information. Moreover,

can improve the efficiency of the local search in large-

mutation

scale population. However, changing p, and p,_ as indi-
vidual units is a lack of team spirit, and this algorithm is
not easy to escape from local optima in some cases, such
as the stagnation of the overall evolution. Based on the
above reasons, it is necessary to adjust the crossover
probability and mutation probability adaptively, as shown
in Eq. (18) and Eq. (19), where p_(t) and p_(t) are
measured by average fitness f,

ave?

maximum fitness f,

max

and minimum fitness f,

min *

reflects the concentration degree of the population.

The proximity of f,  and f,

min

p SR S P >a L i >b
p(1) = { NS/ o S e (18)

P, otherwise

» 1 Sue s Loy
Pu(0) ={ "1 =fofos Sow fom (19)

DPu otherwise
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2.4.2 3-opt strategy

The steps of the 3-opt strategy are as follows:

1) Remove three edges from the path and add three new
edges in other parts, to form the full route. If the route
length is shorter after the change, then maintain the re-
sults; otherwise, remove other edges and add new edges.

2) Repeat Step 1) until the quality of the solution can-
not be improved. Then output the optimal solution, and
exit the algorithm.

2.5 Algorithm process of IACO

The detailed steps are described below.

1) Group customers according to the nearest principle,
and then construct the initial routes.

2) Design the GA parameters, and change crossover
probability and mutation probability adaptively.

3) Generate the optimal solution if the conditions are
satisfied, otherwise, turn to Step 1).

4) Generate the initial pheromone distribution accord-
ing to the optimal solution, and design the ACO parame-
ters. Put the ants at all nodes.

5) Calculate the probability that the ant moves to the
next node. Each ant moves to the next node according to
choice probability. Adjust @ and B8 and update the route
pheromone.

6) Iterate through all the points and increase the phero-
mone for the optimal ant circle.

7) The smooth mechanism is introduced, as shown in
Eq. (17).

8) Adopt 3-opt local search to enhance the search abili-
ty for ACO, as described in Section 2. 4. 2.

9) If the termination conditions are satisfied, the maxi-
mum iteration number is reached or the same result is ob-
tained, pause the run, and output the best solution; oth-
erwise, turn to Step 5).

3 Experimental Results and Analysis

A remote traffic microwave sensor (RTMS) is installed
to detect the average speed and traffic flow of eight lanes.
According to the collected data, the relationship between
time and speed is obtained by analysis and data integra-
tion and shown in Fig. 1.

60
~50F —
1
<40}
Esol
?;;20_
a0k
0 (=) (=) (=) (=] () (=]
~ & & ¢ =5 @
|
OB
O ~ T )
2 = bt =

Fig.1 Relationship between time and speed

In this section, a complex MDHVRPSTW mathemati-
cal model is set up. We performed some experiments on
Microsoft Windows 7 operating systems ( AMD A6-
3420M 4 core CPU processor, 4 GB memory, 500 GB
hard disk), using Matlab R2010b software, in order to
evaluate the performance of the proposed algorithm. Then
the performance of the algorithm was tested on three new
data sets (32 customers, 50 customers and 80 custom-
ers), which were generated randomly.

Unlike the general MDVRP, the proposed MDH-
VRPSTW takes different types of vehicles, soft time win-
dows, customer service priority, drivers’ wage, etc. into
consideration. The information of depots and customers is
shown in Tabs. 1 and 2, respectively. There are three
depots, the locations of which are (80, 10), (50,80) and
(20, 40), respectively. Also, there are 32 customers,
sorted by 1 to 32, the demand of which are 2,4, 8,4, 4,
14,8,9,6,8,5,5,4,2, 8,5,2,5,1,2,4,12,10,5, 11,2,
12,5,2,8,1 and 1, respectively. In this paper, it is as-
sumed that the earliest departure time is 6: 00, and the
latest departure time is 10:30. p, =(1,1,3,3,3,3,2,2,
1,1,3,1,3,2,3,2,1,1,2,2,1,3,3,3,3,1,2,1,2,2, 3,
3) is customer service priority. The drivers’ wage is 15
cost units, and the driving time limit is 300 time units.
The maximum mileage constraint is 140 mileage units,
and the service time is 6 min for every customer. The
waiting fee and late fee are 10 cost units and 20 cost
units, respectively.

Tab.1 Information of depots
Types and number .
Depot . Load Unit cost Use cost
of vehicles
A Al(2), A2(2) 35,20 0.35,0.20 10,8
B  BI(1),B2(1),B3(1) 35,20,25  0.35,0.20,0.25 10,8,9
C CI1(1), C2(2) 25,20 0.25,0.20 9,8

Tab.2 Customers’ information

Location Time windows Location Time windows
(30,92) [8:30,9:00] (56,49) [8:20,8:50]
(72,53) [7:20,7:50] (40, 60) [7:00,8:00]
(22,56) [10:00, 10:30] (60, 60) [9:10,9:40]
(80,27) [9:50,10:20] (35,24) [9:10,9:40]
(80,37) [9:25,9:45] (72,59) [7:00,7:40]
(14,78) [10:50,11:10] (29,47) [9:00,9:30]
(86,47) [8:50,9:20] (48,62) [9:30, 10:00]
(21,95) [8:30,9:00] (58,62) [9:30, 10:00]
(89,67) [8:10 8:50] (45,19) [9:35,10:00]
(18,92) [8:00, 8:30] (66,56) [7:00,7:30]
(50,3) [10:00, 10:30] (50,29) [9:00,9:30]
(44,55) [6:40,7:00] (30, 60) [7:00,7:30]
(66, 10) [9:50,10:00] (50,39) [8:30,8:50]
(70,70) [9:00,9:30] (70,49) [8:50,9:30]
(90,17) [10:00, 10:30] (11,11) [10:00, 10:30]
(34, 88) [8:40,9:00] (1,50) [11:00,11:30]

In order to verify the effectiveness of the adaptive strat-
egy of GA, we take 32-customer data set as an example.
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We give a comparison between GA and AGA ( adaptive
genetic algorithm), and the comparison is shown in Fig.
2. It shows that AGA is better than GA in solution quality
and solving speed. At the same time, we design six pa-
rameters set for AACO (adaptive ant colony optimiza-
tion) . The results are shown in Fig. 3. We can see that
the optimization effect is better when a =2,8=2, p,., =
0.6. Thus, the parameters are set as follows: P, =30,
G =300,¢9,=0.88,0=100, 0 =2,8=2,p,.. =0.6,p_ =
0.4,p, =0.004, p, =0.08.

2 000

1500 i
\

Total cost

1 000

1 |
500 0 50 100

Iteration number

Fig.2 Evolution curves of GA and AGA for MDHVRPSTW
(32 customers, p, =0.4, p, =0.004)
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e, B Prin :
O 1,4,0.001

2000 ~==1,4,0.04

Total cost
—_
W
S
S

0 20 40 60 80 100

Iteration number

Fig.3 Evolution curves of AACO for MDHVRPSTW(32 cus-
tomers, p, =0.4,p. =0.004)

Tab. 3 shows the detailed information of distribution,
and Fig.4 shows the optimal route network of 32 customers.

Tab.3 Experimental results of IACO for 32 customers

Time
6:00—7:00—8:23-—8:52—9:20—9:
38—9:56—10:17—10: 35
7:00—8: 16—8:40—9: 02—9: 40—
10: 02
7:00—8:16—9:12—9:32—-10: 00—
10:39
6:00—6:36—7:01—7:27—7:42—8:
20—8:58—59:22—9:31—10:02
6:30—7: 08 —8:33—8:489: 44—
10:13
6:00—6:36—6:50—7:03—7:258:
28-—8:40—9:36
8:00—8:54—9:27—10: 18—10:56
9:00—9:42—10: 17—10: 48 —11: 24
—11:52

Routes
Al—-0—17—30->7—>5—
4—15—A1

A2—0—29—-27—13—A2

A2—0—20—-25—11—A2

B1—-0—26—2—21 -9 —
14—19—24—-B1

B2—0—1—-16—23—-B2

B3—-0—12—18—28—10
—8—B3
Cl1—-0—22—31—-ClI

C2—-0—3—6—32—-C2

100

]
0 50 100
X

Fig.4 The optimal route network of 32 customers

Four algorithms (IACO, GA in Ref. [11], PIACO in
Ref.[8] and HGA2 in Ref. [3]) are applied to solve
three new data sets. The comparisons of total delivery
time and cost among four algorithms are shown in Fig. 5.
IACO can converge to the best solution in the 20th genera-
tion, and the minimum cost is 716. 8 cost units, as shown

1200

1 100
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8

Total cost

©
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g

Iteration number

(a) 32 customers

25000 T1ACO
_____ GAl
-——- HGA2[¥!
2 000 —— PIACO®]
B
g R
1500 B\
1 000
Iteration number
(b) 50 customers
3 500
3 000

Total cost
~N
W
S
S

2 000

1 500

Iteration number

(c¢) 80 customers

Fig.5 Comparisons of total cost
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in Fig.5(a). It obtains the acceptable result of 750. 5 cost units
in the 60th generation for GA, 726. 3 cost units in the 33th gen-
eration for PIACO and 738. 5 cost units in the 40th generation
for HGA2. From Figs. 5(b) and (c), we can see that the pro-
posed algorithm is better than GA, PIACO and HGA2.

Through the above description, we can obtain the conclusion
that the proposed IACO can obtain more satistying results com-
pared with the other three algorithms. With the expansion of the
problem, IACO can still obtain a better solution than the other
three algorithms, although the convergence speed becomes slo-
wer. In a word, IACO obtains a satisfying solution and conver-
gence efficiency. IACO is better than PIACO; HGA?2 is better
than GA but slightly worse than PIACO.

4 Conclusion

In this paper, an improved algorithm is proposed to solve
MDHVRPSTW. First, genetic operators are introduced, and
then crossover probability and mutation probability are adaptive-
ly adjusted to improve the global search ability of the algo-
rithm. The smooth mechanism improves the performance of IA-
CO. Moreover, the 3-opt strategy is used to improve the local
search ability. This proposed algorithm provides a feasible
method for MDHVRPSTW. To achieve a better intelligent algo-
rithm for VRP with a variety of characteristics will be the future
research direction.
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