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Abstract: The cognitive performance-based dimensional
emotion recognition in whispered speech is studied. First, the
whispered speech emotion databases and data collection
methods are compared,
expression in whispered speech is studied,
basic types of emotions. Secondly, the emotion features for
whispered speech is analyzed, and by reviewing the latest
references,
features are provided. The effectiveness of valence and
arousal features in whispered speech emotion classification is
studied. Finally, the Gaussian mixture model is studied and
applied to whispered speech emotion recognition. The
cognitive performance is also
recognition so that the recognition errors of whispered speech
emotion can be corrected. Based on the cognitive scores, the
emotion recognition results can be improved. The results
show that the formant features are not significantly related to
arousal dimension, while the short-term energy features are
related to the emotion changes in arousal dimension. Using
the cognitive scores, the recognition results can be improved.
Key words: whispered speech; emotion recognition; emotion
dimensional space
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and the character of emotion
especially the

the related valence features and the arousal

considered in emotion

any disabled people rely on hearing aids to com-

municate through normal speech'.
whispered speech have drawn much attention. The study
on speech emotion recognition is a subfield in whispered
speech signal processing, and it is closely related to mul-
tiple disciplines, including signal processing, pattern rec-
ognition, phonetics, and psychology. Therefore, whis-
pered speech emotion recognition has attracted researchers
from various backgrounds">""'. However, the understand-
ing of how human beings express emotions in whispered
speech and how a machine recognizes the emotions is still
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a great challenge.

Schwartz et al. '™
nition from whispered speech signal. Tartter et a
studied the listening perception of vowels in whispered
speech. They showed that some of the vowels, such as [a]
and [o] may be confused in whispered speech. The early
works mainly focused on the whispered speech from the
phonetic view and adopted the listening test as an experi-
mental measure. In 2002, Morris'"”
ment of whispered speech from the signal processing aspect

and his work covered many areas, including speech con-
(18]

studied the problem of gender recog-
L. [15-16]

studied the enhance-

version, speech coding, and speech recognition. Gao
studied tones in Chinese whispered speech in a perception
experiment. Gong et al. """ studied the detection of end-
point and formant estimation in whispered speech signal.
The recognition of tones in whispered speech was also
studied in Ref.[7]. Jin et al.™ studied the whispered
speech emotion recognition problem, and established a
basic whispered speech emotion database. Gong et al. "
used formants and speech rate features to classify whis-
pered speech in three emotion categories: happiness, an-
ger, and sadness. Also, they studied the emotional fea-
tures in whispered speech and found that the time duration
and short-term energy may classify anger and sadness.

In this paper, emotion recognition in whispered speech
signal is studied. The collection of emotional speech is
carried out in an eliciting experiment, in which the cogni-
tive performance is evaluated. Therefore, it is able to
fuse two kinds of information, the emotional dimension
information and the dynamic change of cognitive ability.
The 2D arousal-valence dimensional emotion space is a
continuous space for emotions. It can be safely assumed
that the whispered speech emotion is also distributed in
the same way,
same. Based on the dimensional emotion theory that emo-
tions can be treated as continuous vectors in the 2D

as the inner-sate of the subject is the

space, a system is developed, which can not only recog-
nize the whispered speech emotion, but also model the
relationships between the past emotional and the current
emotional state. The fundamental belief here is that the
emotional state transfer probabilities differ among discrete
emotion classes. For instance, rapid shifting between
positive and negative emotional states is very likely to be
a classification mistake.
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1 Whispered Speech Database

1.1 Overview

A high quality emotion database is the foundation of
emotion recognition research. There are many speech
emotion databases available, and, however, there is still
a lack of whispered speech emotion databases. The estab-
lishment of a whispered speech emotion database consists
of five major steps: 1) A data collection plan;
2) Whispered speech recording; 3) Data validation and
editing; 4) Emotional sample annotation; 5) A listening

test. Compared to normal speech emotional data, in view
of recognition accuracy, the establishment of a whispered
speech emotion database is a great challenge. Various nat-
uralistic data in normal speech is obtained, covering a
wide range of emotion types, e. g., frustration, fidgeti-
ness, anxiety. However, in the previous studies in whis-
pered speech, there were not enough types of emotions in
the databases. Also, the expression and recognition of
emotions in whispered speech is much more difficult than
in normal speech. A few examples of whispered speech
emotion databases are summarized in Tab. 1.

Tab.1 Comparison of whispered speech emotion database

. Recognition . .
Data type Emotion classes Name of the database ‘ /‘E/ Data source Use of database Applicable algorithm
rate/ %
Neutrality, anger, . .
. . . . Emotion recognition
surprise, fear, Soochow University whispered Acted . L .
. K [5-6] and speaker recogni- Discrimination Analysis
happiness, sadness, speech emotion database tion
Whi d tiredness
ispere - -
P . . . . Gaussian mixture model,
speech  Happiness, anger, Southeast University whispered . . X
. . [2021] 49 Acted Emotion recognition  support vector machine,
sadness, surprise speech emotion database .
K-nearest neighbor
. Nanjing University Chinese 59.7 (tone Speech recognition
Neutrality _J J y (2] ( R Acted P g Neural network
whispered speech database recognition) and conversion
Normal Happiness, neutrality, Southeast University practical . . Gaussian mixture model,
. . R [23] 70 Induced  Emotion recognition .
speech  fidgetiness speech emotion database'~ support vector machines

1.2 Whispered emotional speech

The recording of whispered speech emotion is the first
step of our research, the quality of the data is essential to
the recognition system performance. For normal speech
recording, it may only need a quiet laboratory room.
However, the recording of whispered speech requires a si-
lent room to avoid the noise.

During the data collection, normal speech in the same
text for comparison is also recorded. The normal speech
and whispered speech under a neutral state are shown in
Fig. 1. The pitch contour of normal speech is demonstra-
ted in Fig. 2(a). The formant frequency of whispered
speech is demonstrated in Fig. 2(b). Due to the missing
pitch frequency in whispered speech, its formant frequency
is especially important. Since the intensity of whispered
speech is much lower than the normal speech, the noise in-
fluence becomes an important problem in emotion recogni-
tion. Schuller et al.""
speech emotion recognition. Tawari et al.

first studied noise influence on
1 applied noise
reduction algorithms in in-vehicle emotion recognition ap-
plications. Their study showed that the wavelet-based
speech enhancement can improve the emotion recognition
performance in normal speech.

Under different emotional states, it can be seen that the
acoustic parameters of the whispered speech signals have
changed. In Fig.3, the duration of the whispered speech
under anger, happiness, and neutrality has changed sig-
nificantly.

1.3 Emotional data analysis in a cognitive task

In this section the relationship between speech emotion
and cognitive performance is studied.

Emotions are closely related to cognitive tasks, and de-
tecting the cognitive-related emotion states is particularly
interesting in the work environment. Operations in an ex-
treme environment may induce special types of emotions,
such as anxiety, tiredness, fidgetiness, etc. Those emo-
tions are closely related to cognitive process and may
threat the success of a task. The detection of negative
emotions is important for evaluating the operator’ s emo-
tional well-being.

The data collection methods can be classified into three
categories: naturalistic speech, induced speech and acted
speech. For whispered speech, the eliciting methods
which are successfully applied to normal speech can be
applied. Johnstone et al. ™ used the computer game to
induce normal speech emotional data, and established a
high quality emotion dataset. For negative emotions with
a practical value, such as fidgetiness, sleep deprivation,
noise stimulation and repeated cognitive task as the elici-
ting methods can be used'”.

In this paper, the noise stimulation and repeated math
calculations are used to induce negative emotions. The
time duration of one particular emotion usually lasts for 1
to 2 min. There is no unhealthy influence on the volun-
teer subjects.

Many environmental factors can induce negative
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Fig.1 Normal and whispered speech under neutral state. (a) Waveform of normal speech signal; (b) Spectrum of normal speech signal;
(c) Waveform of whispered speech signal; (d) Spectrum of whispered speech signal
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Fig.2 Speech parameters of normal speech and whispered speech. (a) Pitch contour of normal speech; (b) Formant frequency of whispered

speech

emotions. Noise is a common cause that induces negative
emotions in extreme environments. For example, in the
Russian Mir space station, the noise level is between 59
to 72 dB, which can cause a series of stimulated emotions
and hearing problems.

The repeated boring task is a commonly used technique
to induce negative emotions in psychology experiments.
The subject is required to do math calculations repeatedly
and report orally. At the same time, the answers are re-
corded and evaluated. Correct answers add scores to the
cognitive performance. In Fig. 4, the relationship be-
tween negative emotions and the false answers is analyzed
which reflects the subject’s cognitive working ability
changing over time.

2 Annotation and Validation of Whispered
Emotional Speech

After the recording of the original whispered speech da-
ta, a listening test is needed. The validation of the speech
data relies on the listening perception. For each utter-
ance, the emotions at five different intensity levels may
be labeled with the scales of 1, 3, 5, 7, 9 corresponding
to very weak, weak, ordinary, strong, and very strong.

Then an evaluation result E; on each utterance from
each listener is obtained.

E;={e, &, 5, ¢/} (1)

where j is the index of emotional utterances; i denotes the
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Fig.3 Whispered speech under emotional states. (a) Waveform of speech of happiness; (b) Formant of speech of happiness; (c) Waveform
of speech of anger; (d) Formant of speech of anger; (e) Waveform of speech of neutrality; (f) Formant of speech of neutrality
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listener; e represents the evaluation score.
In the multiple listener case, to achieve the evaluation
result on the j-th sample,

combined,

the listening results need to be

M
=Y aE, (2)
i=1

where a, is the fusion weight; M is the number of listen-
ers. The weight represents the confidence in each liste-
ner, and it is noticed that

Ya =1 (3)

For annotation results from different listeners, a fusion
method'”' can be adopted to achieve the final result. For

the j-th sample, the similarity between the two listeners p

23
and ¢ can be represented as'*”

o = I it 4)
! 1 max{e”, e’}

i

where K is the number of emotion classes. For each eval-
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uation, the agreement matrix is

K min{e”, e}

1"1=Nz M=N H i (5)

= 11 max{e”, e’}

where N is the total number of the data samples. Based
on the similarity between two listeners, the agreement
matrix p is achieved, in which each element represents

the degree of agreement between two listeners, and M is
the total number of the listeners.
1 p12 le
p21 1 pZM
p=| . : : (6)
M1 M2 1

The averaged value represents the degree of agreement
between the i-th listener and the others:

M

D
P M - 1/=Z/'#’p

i

(7)

The normalized value is adopted as the fusion weight a,,

‘li=,l7.— v (8)

i=1

Substituting Eq. (8) into Eq. (2),
result E i of each utterance is achieved.

the final evaluation

3 Emotional Feature Analysis for Whispered Speech
3.1 Acoustic features of normal speech signal

The speech feature that can reflect emotional change in
speech has been an essential question in emotion research
for a long time. In past decades, researchers studied the
emotional features from phonetics and psychology. Emo-
tional speech features can be classified into two groups,
prosodic features and voice quality features. Prosodic fea-
tures include intensity, duration, pitch, accent, tone, in-
tonation, etc. In the early research, in normal speech e-
motion recognition, prosodic features are the most com-
monly used emotional features. Among them the pitch
parameter is the most important. However, in whispered
speech, pitch is missing. Voice quality features include
formant frequency, harmonic-to-noise ratio, linear pre-
diction coefficients, etc. Also, voice quality features can
be essential for classifying valence dimensional informa-
tion in normal speech.

3.2 Acoustic features of whispered speech signals

Emotional feature analysis is an essential part of emotion
recognition. In this section, the characters of whispered
speech signal and the extracted basic emotional features are
analyzed. In whispered speech,
vibrate normally since it is an unvoiced mode of phona-
tion. In normal speech, air from the lungs causes the vo-
cal folds of the larynx to vibrate, exciting the resonances

the vocal cords do not

of the vocal tract. In whispered speech, the glottis is
opened and turbulent flow created by exhaled air passing
through this glottal constriction provides a source of
sound""”!

The acoustic features of normal speech and whispered
speech is studied. Among the commonly used speech fea-
pitch is the most important feature to classify
emotions in normal speech signals.
pitch feature in the whispered speech signal. Therefore,
this parameter cannot be applied to the whispered speech
emotion recognition. The formant frequency, Mel fre-
quency cepstral coefficients (MFCC) and linear predic-
tion coefficients (LPC) are the important speech features
and they can be applied to emotion classification in whis-
pered speech signal. These features are generally related
to the valence dimension. Short-term energy, speech rate
and time duration are related to the arousal level. Experi-
mental results show that short-term energy and speech rate
are effective for classifying emotions in whispered speech
signals”'. The Teager energy operator (TEO) has also
been applied to whispered speech emotion analysis"".

Based on the basic acoustic parameters of whispered
speech, proper features for modeling can be constructed.
Generally speaking, the speech emotional features can be
grouped into two categories, the static features and the
temporal features. Since the temporal features largely rely
on the phonetic changes in the text, the global static fea-

tures,

However, there is no

tures are chosen to construct utterance level features.
Difference, mean, maximum, minimum and variance are
used to construct higher level text-independent features.

4 Recognition Methodology
4.1 Overview of classification methods

In this section, the general speech emotion recognition
methods are discussed, as shown in Tab.?2. Several algo-
rithms that are successfully applied to whispered speech
emotion recognition are also studied. Many of the pattern
recognition algorithms, such as the hidden Markov model
(HMM), the Gaussian mixture model (GMM), and the
support vector machines (SVM), have been studied for
emotion recognition.

4.2 Emotion recognition for whispered speech

Hultsch et al. ™ discovered that the expressions of
happiness and fear were more difficult in whispered
speech. Shortly after, Cirillo et al. ' studied this prob-
lem again in a listening perception experiment, and came
to a similar conclusion. In their research, happiness in
whispered speech was easily confused with fear or neu-
trality. Further spectrum analysis showed that the confu-
sion of these emotions might be caused by the quality de-
crease of tones in whispered speech. In a low voice quali-
ty speech listening experiment, the whispered speech
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Tab.2 Speech emotion recognition algorithms

Algorithms Modeling ability on emotional data Reported recognition rate Characters
» . Strong ability in data distribution modeling and
[27-28] V St Hich
GMM ety strong 18 highly dependent on the training data
SYMI20) Strong High Suitable for small s.ar.nple size and unsuitable for
large number of training utterances
KNN3 Strong Median Simple to implement
HMMI2-29) Average High Sui.tab.le for ti@e sequence and affected by pho-
netic information
Simple to implement and suitable for multiple
Decision Trees!*?! Average Median ! p' 1mp U wip
emotion classes
1334 . Suitable for modeling non-linear relations and
ANNI334 Very strong Median o
may be over-fitted to training data.
. Suitable for practical requirements with new emo-
Fuzzy methods'®! Average High i P 4
tion types
Shuffled frog leaping . L .
34.36] Strong High Strong optimization ability

algorithm!

signal was sent by telephone line and happiness was con-
fused with sadness or neutrality. Cirillo and his col-
leagues' found that sadness and fear were easy to classify
in whispered speech and the acoustic analysis also support
this conclusion.

Using a set of discriminant features on a simple data-
set, many popular pattern recognition algorithms can suc-
ceed in speech emotion recognition. However, up to now
the studies on whispered speech emotion recognition have
been very rare, and which algorithm is suitable to whis-
pered speech emotion recognition is still an open ques-
tion. Whispered speech emotions are successfully classi-
fied"*"’. Quantum neural networks are discussed in whis-
pered speech emotion recognition in Ref. [21]. By apply-
ing quantum genetic algorithms to back-propagation neu-
tral networks, the connection weights are optimized and
the robustness of the neutral network is improved.

The GMM is the state-of-the-art speaker and language
identification algorithm[zg], and theoretically, the GMM
can be used to model any probability distribution. In
practical terms, the GMM parameters need to be empiri-
cally set to achieve good performance. In this paper, the
GMM-based classifiers to whispered speech emotion rec-
ognition is applied.

The GMM is the weighted sum of M members,

p(X, [0 = ¥ ab(X) (9)

where X is a D-dimensional vector, b,(X)(i=1,2, ...,
M) is the Gaussian distribution of each member; a,(i =
1,2, ..., M) is the mixture weight.

1 1 -
b(X) =——F—5 -——(X -U)’ -
X = |3 mew{ - (X, -U)' Y X -U)]
(10)
where the mixture weight satisfy
M
oa, =1 (11)

The complete GMM parameters can be represented as

Ai = {(l’., Ui’ 2} L = 1925"'7M (12)
According to the Bayes theory, the classification can
be made by maximizing the posterior probability:

E = arg{nax{p(X, ‘)\k)} (13)

4.3 Error correction based on context information

The current detection decisions are made by the fusion
of the current outputs of the emotion classifiers, the pre-
vious outputs of the emotion classifiers and the current
cognitive performance score. The system block diagram
is shown in Fig. 5. The detection outputs are the likeli-
hoods of the classifier, representing negative and non-
negative emotions. The previous emotion states are used
for inferring the current emotion states since emotion state
is treated as a continuously changing variable in the time
domain. Cognitive performance is modeled by the cor-
rectness of the answers the subjects made during the math
calculation experiment. Cognitive performance informa-
tion is presented in the system as a total test score drop-
ping or rising, which is based on the current answer being
correct or incorrect.

—

Previous
emotion states

Detection
¢ outputs
Speeclh_> Emotion classifier — Error correcting ——«——p
signal

T

Cognitive
performance

Fig.5 System block diagram
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The likelihoods of the GMM emotion classifiers can
form an emotion vector E, = {p,, p,, ..., p,,}. Here, iis
the sampling of time; m is the number of emotion classes
and p, is the likelihood of the classifier. Considering the
previous emotion states and the cognitive performance P,
the emotion vector {E,, E,_, E, ,, ..., E,_,, P,}is extend-
ed. Error correcting is then achieved by using the naive

i-n’

Bayes classifier trained on the instances of the extended
emotion vector.

By using the context information, the emotional state
transfer between neighboring utterances can be modeled.
The affective state generally lasts for a certain period of
time, and, therefore, it is safe to assume that the neigh-
boring emotion recognition results are dependent on each
other. Error correction is, therefore, believed to be effec-
tive.

5 Experimental Results

5.1 Experiments on arousal features and valence fea-
tures recognition

In the emotion dimensional model, it is generally be-
lieved that for normal speech the prosodic features are re-
lated to the arousal level and the voice quality features are
related to the valence level. It is noted that for whispered
speech this correlation has not been proved yet. There-
fore, the GMM-based recognition experiment is carried
out to demonstrate the possible relationship between a-
rousal-valence dimension space and speech feature space
in whispered speech.

In the whispered speech emotion database'™', sadness
and anger are located on the negative side of the valence
dimension, and happiness is located on the positive side
of the valence dimension. In the arousal dimension, an-
ger, happiness, and surprise are located on the positive
side, while sadness is on the negative side. Based on the
GMM classifiers, 200 utterances are chosen for each emo-
tion category. The training and testing ratio is 3: 1. Voice
quality feature (formant frequency) and prosodic features
(short-term energy, speech rate, duration) for the recog-
nition test are used, and the cross-validation results are
shown in Tab. 3.

Tab. 3
features in whispered speech signal

Recognition rates using arousal features and valence

Emotion Voice quality features  Prosodic features  Related
recognition rate  Positive Negative  Positive Negative dimension
Surprise and 62 66 58 48 Arousal

sadness
Anger and 70 66 7 76 Arousal
sadness
Happiness 60 64 70 72 Valence
and anger

Surprise and sadness are not well classified, while an-
ger can be easily recognized. When formant features are
used alone, the recognition result is not satisfactory. On

the other hand, short-term energy and other prosodic fea-
tures are proved effective. In this experiment, it can be
seen that voice quality features are not effective for classi-
fying arousal level, while prosodic features are obviously
related to both dimensions.

5.2 Recognition experiments comparison

In the recognition test of our whispered emotional
speech database, three popular machine learning algo-
rithms, the GMM, SVM and K-nearest neighbor, are
adopted. The GMM is a widely used modeling tool for
the estimation of underlining the probability density func-
tion. For the emotional data, the GMM-based classifiers
are developed based on the expectation maximum ( EM)
algorithm. A GMM emotional model consists of several
Gaussian members, and the mixture number is set experi-
mentally. In our case, it is set to be 6, due to the limited
instances. The SVM is a powerful learning algorithm in a
small sample set. Since the basic SVM is designed for
two-class classification, a decision tree structure to classi-
fy multiple emotion classes in the one-against-all fashion
is used. However, in the decision tree, how to stop the
error from accumulating is an important issue. The SVM
classifiers are configured to form the tree structure accord-
ing to the rank of error rates. The highest error rate ap-
pears at the bottom of the tree. In this way, the error can
be prevented from spreading, the resulting emotion tree
structure is shown in Fig. 6. The KNN is a simple but
powerful classification algorithm, and a basic KNN clas-
sifier for comparison is also adopted. The number of di-
mensions is set to be ten, and the radial basis function is
chosen for the SVM classifier. The GMM is initialized
with K-means clustering, and K is set as the number of
emotion classes. In the expectation-maximization algo-
rithm for parameter estimation, the maximum iteration is
set to be 50, which is enough for convergence in our ap-
plication.

Emotional speech

[ Anger | [ others ]
[ Happiness | [ Others |
i—|—+
[ Neutrality | [ Others |

Fig.6 A depiction of the decision tree for the SVM multi-class
classifier

As shown in Tab. 4, it can be seen that the GMM out-
performs the other classifiers in average. The highest rec-
ognition occurs in the classification of anger using the
GMM-based classifier. The GMM is a powerful modeling
algorithm, given a proper setting of mixture numbers and
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sufficient training data, it can achieve an accurate per-
formance compared to other state-of-the-art machine
learning algorithms. Among different speakers, the ex-
pressions of anger in whispered speech are perhaps closer
to each other. The lowest rate occurs in the classification
of surprise. With the absence of pitch frequency feature,
the modeling of surprise is much difficult. Theoretically,
the GMM classifier can present any probability distribu-
tion and it has a strong ability to fit the training data.

Tab.4 Comparison of recognition results %
Classifier Happiness Sadness Surprise Anger
GMM 65 68 59 71
SVM 66 60 51 67
KNN 62 62 56 55

The SVM classifier performs better than the KNN clas-
sifier in the acted data under a small training sample. The
SVM classifier has a strong learning ability when the
training data is limited.

The error correcting method using the context informa-
tion proposed in this paper brings an improvement in rec-
ognition, as shown in Tab.5. Based on the previous de-
tected emotional states, the current sample can be classi-
fied effectively. Using the cognitive performance scores
as a correlated factor, the useful context information for
the recognition of subject’ s inner emotional state is pro-
vided. The close relationship between the cognitive
process and emotional states has been accepted for a long
time, and in this experiment it is able to correct the emo-
tion recognition results using the cognitive scores.

Tab.5 Emotion detection rates before and after error correc-

tion %
. GMM-based After error
Emotion . . Improvement
classifier correction
Negative 72 76
Non-negative 65 70 5

6 Conclusion

Automatic detection of human emotion is important in
many human-computer interaction applications. The de-
tection of emotions is the first step for evaluating the hu-
man factor in a man-machine system or in a special oper-
ation. Based on the emotion monitor, psychological in-
tervention for people to cope with negative emotions can
be adopted.

Studies on whispered speech can lead to future applica-
tions in intelligent human-computer interaction, especially
for natural interaction and person-dependent interaction.
In surveillance technology and security, studying whis-
pered speech can help with detecting potential dangerous
situations and gathering valuable information. For future
emotion recognition systems based on whispered speech,
multi-modal information including acoustic features, lin-
guistic features and context features will be adopted.
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