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Abstract: To improve the similarity measurement between

users, a similarity measurement approach incorporating
clusters of intrinsic user groups ( SMCUG) is proposed
considering the social information of users. The approach
constructs the taxonomy trees for each categorical attribute of
users. Based on the taxonomy trees, the distance between
numerical and categorical attributes is computed in a unified
framework via a proper weight. Then, using the proposed
distance method, the naive k-means cluster method is modified
to compute the intrinsic user groups. Finally, the user group
information is incorporated to improve the performance of
traditional similarity measurement. A series of experiments are
performed on a real world dataset, MovieLens.
proposed approach considerably
outperforms the traditional approaches in the prediction
accuracy in collaborative filtering.
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Results
demonstrate that the

A s the current innovations in the information and In-
ternet technology boom, people are facing the prob-
lem of information overload. The significance of recom-
mendations becomes heightened due to people’s inability
to find the most interesting and valuable information on
the Internet. The research of the recommendation system
is ongoing in different areas, e. g., e-commerce'", so-
cial networks"” and the TV system"'. Generally speak-
ing, recommendation systems consist of three prevalent
methods, the content-based method, collaborative filte-
ring (CF) and sequential pattern analysis. Among these
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methods, collaborative filtering, first proposed by Gold-
berg et al. in 1992, has been widely studied and ap-
plied due to its effectiveness and simplicity.

Generally speaking, the model-based methods and
memory-based methods are the main CF techniques™ ™.
The memory-based methods perform better than the mod-
el-based methods in some aspects and thus attract consid-
erable attention in this research area. Given an unknown
rating on a test item from a test user, the memory-based
CF measures the similarity between the test user and other
users (user-based) or the similarity between the test item
and other items (item-based). Then, the rating to be pre-
dicted can be computed by averaging the weighted previ-
ous ratings on the test item from similar users ( user-
based) or by averaging the weighted previous ratings on
the similar item from the test user (item-based).

As we can see that, the similarity measurement is a
fundamental step in both user-based and item-based meth-
ods. Researchers have put forward quite a few similarity
measurement methods, including the cosine-based method
(COS), Pearson correlation coefficient (PCC) and Eu-
clidean distance (ED)"™ . In particular, the COS focuses
more on the angle between the vectors to be computed
while paying little attention to their lengths. In addition,
PCC is used to compare the changing trend of the vector
while ignoring the numerical magnitudes. Different from
these two approaches, although ED is almost the most
traditional method in distance computing, it tends to pro-
vide low accuracy due to its simplicity. That is to say, all
of them have some inherent defects. Ref. [ 10] proposed a
mitigation method to select different neighbors for each
test item. Ref. [10] combined these three methods and
provided nine combinations. Besides, a similarity meas-
urement, named Jaccard uniform operator distance, was
proposed in Ref. [11] to effectively measure the similarity
aiming at unifying similarity comparison for vectors in
different multidimensional vector spaces and handling di-
mension-number difference for different vector spaces.
Different from Ref. [11], Ref. [12] argued that tradition-
al similarity measures can be improved by taking into ac-
count the contextual information drawn from users. An
entropy-based neighbor selection approach for collabora-
tive filtering was put forward in Ref. [13]. The proposed
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method incorporates similarities and uncertainty values to
solve the optimization problem of gathering the most sim-
ilar entities with minimum entropy difference within a
neighborhood. Although some of these methods men-
tioned above improve the recommendation accuracy to
some extent, they do not make full use of social informa-
tion. Some research results on semantic information have
also been presented in recent years. Ref. [14] put forward
a clustering approach for categorical data based on Tax-
Map. Ref. [15] proposed a probabilistic correlation-based
similarity measure to enrich the information of records,
by considering correlations of tokens. A semantic meas-
ure named link weight was demonstrated in Ref. [16], in
which the semantic characteristics of two entities and
Google page count are used to calculate an information
distance similarity between them. The above works make
some achievements in similarity measurement while over-
looking the significance of numerical data which is con-
sidered in this paper. Besides, other neighbor selection
approaches were also proposed to improve recommenda-
tion quality''™" .

In this paper, we first propose a novel distance meas-
urement for user record considering its numerical attrib-
utes, categorical attributes and the correlation between
them. To make the distance metric more reliable, we
weigh the attributes by a controlling parameter. Specific-
ally, for the categorical attribute, we build a weighted
taxonomy tree to compute the distance. Based on the no-
vel distance measurement, we then attempt to discover
the clusters of intrinsic user groups before the similarity
computing, i.e., find the neighbors of the test user ac-
cording to the social information of users. Finally, we
propose an incorporation method to compute the similarity
between users considering the groups they belong to. The
experiments show the advantages of our novel approach
over prediction accuracy.

1 Preliminaries
1.1 User-based collaborative filtering

As mentioned above, the memory-based CF method
can be divided into user-based and item-based approa-
ches. The recommendation relies on a user-item matrix.
This matrix contains the information of users, items and
users’ ratings. A row vector in the matrix represents a
user’s ratings on all items, while a column vector expres-
ses the ratings on an item from all users. Note that, the
element in the matrix remains null when the item has not
been rated by the corresponding user.

Here, we focus on the user-based collaborative filte-
ring. The user-based methods compute the similarity be-
tween the test user and others based on their previous rat-
ings on all items. According to the user-item matrix, we
can use the three traditional approaches to compute the us-
er similarity. Here, we take the PCC approach as an ex-

ample. The formulation is as follows:

2 (rAi _?A)(rBi _;B)
iel,NI, (1)
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where r, and r,, respectively, represent the average rat-
ings of users A and B on all the items they have rated; I,
N1, denotes the intersection of the items that users A and
B have rated. When I, N1, =1, S(A, B) equals zero.
After that, the user-based CF sorts the users according
to their similarity with the test user. The rating to be pre-

s(A, B) =

dicted is computed by aggregating the ratings from other
users with proper weight. The more similar a user is to
the test user, the higher the weight assigned to the predic-
tion rating. The detailed aggregating strategy is as

Y (A, uwy(r,, - 1)
=7, + (2)
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where U, is the set of users similar to user A; s(A, u) is
computed according to Eq. (1). In particular, r,, is equal
to the average rating of user A when there are no similar
users for him.

1.2 k-means clustering

In data mining area, k-means clustering is a well-
known method for cluster analysis aiming to partition n
observations into k clusters, in which each observation
belongs to the cluster with the nearest mean. The rationa-
le of k-means clustering can be illustrated as follows:
Given a set of observations {X,, X,, ..., X,}, where
each observation is a multi-dimensional real vector, k-
means clustering attempts to partition the n observations
into k(<n) sets C={C,, C,, ..., C,} so as to minimize
the within-cluster sum of squares. In other words, its ob-
jective function is

k

C=argmin) ¥ | X, -C| (3)

i=l XecC,

The k-means clustering technique has been proved to
Notice that,
clustering cannot deal well with categorical attributes due
to its distance metric in clustering iterations.

be useful in many applications. k-means

2 A Novel Similarity Measurement Approach

In this section, we describe our proposed approach in
detail. First, we give a new definition of the distance
metric in clustering aiming to deal with numerical and
categorical attributes in a unified model. Then, we pres-
ent the clustering process of discovering the intrinsic user
groups. Finally, we show the proposed similarity meas-
urement approach based on the intrinsic user groups.

2.1 New definition of the distance metric

The distance function is a critical element in the cluste-
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ring problem. Generally speaking, the distance function
computes the dissimilarities among data points ( two-di-
n>2).
Choosing an appropriate distance metric is important for
obtaining an accurate result under attributes of specific
types (numerical or categorical) or different sizes.
Unlike the normal attributes in the clustering problem,
the attributes in CF technique typically consist of both the
numerical and categorical attributes and every attribute al-
ways has a unique scale. Hence, in the CF area, we need
a new distance metric to handle the above features. Ref.
[21] introduced a measure that uses the simple matching
similarity measure for categorical attributes.
the measure in Ref. [21] cannot deal well with the attrib-
utes of user information in CF due to its indiscrimination

mensional) or hyper-points ( n-dimensional,

However,

of the distance between different categorical elements in
the same attribute.

In this paper, we propose a new definition of the dis-
tance metric by considering the normalization of both the
numerical and categorical attributes and the effect of the
association-rule-based taxonomic tree. Here, we provide
the definitions of numerical distance and categorical dis-
tance including the normalization.

Definition 1(numerical distance) Let n , and n__ be
the minimum and maximum values of a numerical attrib-
ute. Given that two values n, and n, belong to this nu-
merical attribute, the normalized distance is defined as

‘ n,-n ‘

N(”lynz) =ﬁ 4

min max ‘

We can take a typical numerical attribute Age as an ex-
ample to illustrate the numerical distance further. Consid-
er the records in Tab. 1. The distance contributed by the
Age attribute for the first two records is |12 -24 |/ | 12
-53 \ =0.292, while the distance between the first and
the third records with respect to the same attribute is | 12
—40 |/ |12 =53 | =0.682. The smaller the distance be-
tween two values, the more similar they are. Clearly, the
first record is more similar to the second record than the
third one.

Tab.1 Typical cases

Age Gender Occupation Salary Zipcode
12 M Student 0 27510
24 M Artist 30 000 10003
40 F Librarian 16 000 30030
49 M Engineer 50 000 55107
53 F Lawyer 60 000 90703
38 F Engineer 38 000 48197
29 M Lawyer 42 000 55369

As the categorical attributes cannot be converted into
numerical values, it is difficult to compute the distance
between two values under some categorical attribute di-
rectly. One solution is that, if the two values under the
attribute are the same to each other, the distance between

them is 0. Otherwise, the distance is 1. Besides, Ref.

[21] captured the semantic relationship among the values
and built the taxonomy tree for them, thus improving the
distance accuracy to some extent. However, this method
faces difficulty when the two values belong to the same
level of the taxonomy tree. In this paper, we attempt to
solve this problem by discovering their association rules
with other numerical attributes.
Definition 2 ( categorical distance) Let V= {C,, ...,
C, ... N,, .., N,} be arecord including p categorical at-
tributes {C), C,, ..., C,} and g numerical attributes {N,,
N,, ... N,}. Let T,(he[l,q]) be a taxonomy tree for
C,- ¥, Y, are two values from the same categorical attrib-
ute C,, and N, (s e [1, p]) is a numerical attribute that
has a value interval [ n
between y, and y, is defined as

H(T(y, y.
Clyny) = (T(y, y,))

n . The normalized distance

min * max]

H(T,) x Ndis(n N, ,,) (5)

where T(y, ;) is the subtree rooted at the lowest com-
mon ancestor of y, and y;; H(T,) represents the height of

the tree h; n,, and n respectively, denote the average

5 ¥;°
value of N, in all the records appearing simultaneously
with y, and y,. Specially, taking y, as an example, the

formulation is as

n, =-- (6)

where N is the number of all the records.

A simple case is shown in Fig. 1. Fig. 1 illustrates the
taxonomy tree of the attribute Occupation in Tab. 1. In
this case, every profession is equal in the taxonomy tree
and the distance between them is O without considering
the association rules with other numerical attributes like
Salary. However, it is not difficult to infer that any pro-
fession should have some underlying correlation with oth-
er professions. This paper attempts to discover this corre-
lation. With the function proposed in Definition 2, we
can discover the association rule between Occupation and
Salary. The new distance between the attribute Occupa-
tion of records 4 and 5 is

1 y (50 000 +38 000)/2 — (60 000 +42 000)/2 ~0.117
1 60 000 -0 o
Occupation
Lawyer Engineer Student Artist Librarian

Fig.1 Taxonomy tree of Occupation

How to construct the taxonomy tree of each attribute is
a key point in our approach. Generally speaking, re-
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searchers construct the tree manually according to the do-
main knowledge or use the decision tree algorithm, e. g.,
ID3 and C4.5. The former possesses better performance
than the latter while having worse operability when the at-
tributes are complicated. In our proposed approach, we
construct the taxonomy tree manually to obtain better per-
formance considering that the user attribute in this paper
is relatively simple.

Definition 3 (record distance)
and r, with the attributes as introduced in Definition 2,

Given two records r,

the distance between them is defined as
14
R(r,r) =AY C(r[Cl,nlCl) +
i=1

(1 —A)ZN(rl[Nj],rz[Nf]) (7)

where r,[ x] represents the value of attribute x in r,;; C
and N are defined in Definitions 1 and 2, respectively; C,
is the center of the cluster which the record x belongs to;
and A is a weight parameter to control the contributions of
numerical attributes and categorical attributes. Notice
that, when A is equal to 0, the distance between the re-
cords is entirely dependent on their numerical attributes
and this can deal well with the cases that user records

have few or no categorical attributes.
2.2 Discovering intrinsic user groups

Based on the distance metric proposed above, in this
part, we attempt to discover the intrinsic user groups
using the k-means clustering technique. We first give the
definition of intrinsic user groups in our approach.

Definition 4 (intrinsic user groups) Given a user re-
cord set U, it will be divided into m intrinsic user groups,
{g,, &, ... &,} according to the record distance defined
in Definition 3 so that, for each user record u in U, if u

is grouped into g,, two conditions must be satisfied:

min Y R(u, v) (8)
max Y R(u, v) 9

The intrinsic user groups can be obtained by the record
distance between user records. Given the initial set of re-
cords, the k-means algorithm can be divided into three
distinct phases: initial, assignment and update phase. In
the initial phase, k points are selected as the initial centers
of k clusters. In the assignment phase, each point is as-
signed to the closest center according to a distance met-
ric. While in the update phase, the cluster centers of any
changed clusters are recomputed as the average of mem-
bers of each cluster. The last two phases are executed it-
eratively until the algorithm converges. We set up the
brief process to discover the intrinsic user groups as fol-
lows.

Algorithm 1 Discovering algorithm
Input: a positive integer k, an iteration number m, a
convergence threshold §,, a set of user records S.
Output: a set of k groups and their centers.
If(|S| <k
Return;
End If;
Pick k user records as centers randomly, cost =
MAX;
While(m >0 || §<86,)
Fori=1,2,..., | S|
Forj=1,2, ...,k
N(S, g):
(s, g);
R(S, g):
End For;
¢ =Min_Rdis(S,);
8.5
End For;
6= \ C(g) —cost
cost = Cost(g);
Fori=0,1, ...,k
Center(g,);
End For;
m=m-1;
End While;
Return g, and Center(g,), m=1,2,...,k;
End;

[l

In Algorithm 1, Min _Rdis(S,) is the function to obtain
the center closest to S;. C(g) is computed using Eq. (3).
Center(g,) represents the center of g,. Once Algorithm 1
is finished, we obtain the k intrinsic user groups.

2.3 CF with Novel Similarity Measurement Approach

In Section 2.2, we have discovered the intrinsic user
groups by a new distance metric. Then, we incorporate
this information to compute the similarity between users.
The incorporation strategy can be illustrated as

(ry = 1) (ry —71,)

i, R(C,, Cp) (10)

\/2 (rAi _rA)z\/z (rBi _FB)Z
i, R(C,, Cp) N7, R(C,, Cy)

where 7 is the rating of user y on item I; r, represents

S(A, B) =

the average rating of user y; C is the center of the cluster
or the user group which the record x belongs to; R(C,,
C,) is the record distance defined in Definition 3. Final-
ly, we can simply make predictions with Eqs. (10) and
(2). An obvious modification is that, our proposed ap-
proach completely utilizes the rating information and the
user social information, rather than purely the former one
as in traditional PCC approaches.
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3 Empirical Analysis

This section describes the experimental design for eval-
uating the proposed similarity measurement approach, as
well as how the approach affects the quality of recommen-
dation. The implication of the experiments is also intro-
duced in this section.

3.1 Dataset

In order to evaluate the performance of our approach,
we perform the experiments on the MovieLens dataset,
which is a well-known dataset for collaborative filtering
collected by the GroupLens research team at the Universi-
ty of Minnesota. The dataset includes 100 000 ratings on
1 682 items by 943 users. Moreover, the rating scale of
the dataset is from 1 to 5 and each user rated at least 20
movies. To obtain reliable experimental results, 90% of
each target user’s ratings are used as training data, and
the remaining ratings are used as test data.

3.2 Evaluation metrics

The accuracy of prediction is the most common assess-
ment criteria in CF area. We use the well-known mean
absolute error (MAE) to evaluate the prediction accura-
cy. MAE is the average absolute deviation of predictions
to the ground truth, which is defined as

2 ‘ru,i =T

MAE =
N

(1)

where r, ; denotes the real rating on item i from user u;
r, ; denotes the predicted rating; and N represents the total
number of all the test ratings. The smaller the value of

MAE, the better the performance.
3.3 Performance comparison

3.3.1

In order to illustrate the effectiveness of our proposed
approach SMCUG, we compare it with five representative
similarity measurement approaches: COS'”, PCC"’,
ED™, CF_P_ D" and CBPCC™'. In particular, Ref.
[9] introduces nine combination methods and CF_P_D
shows the best performance among them on the Movielens
dataset. According to Definition 3, we can observe that A
is a significant parameter. In this experiment, we set A to
be 0.5. That is, the categorical attributes and numerical
attributes of user record have equal contributions to the
clustering of intrisic user groups. We attempt to group all
users into 50 groups by setting the parameter k to be 50 in
the clustering process. We vary the neighbor’s size from
5, 20, 40, 60, 80, to 100. Fig. 2 shows the MAE per-
formance comparison of all the evaluated approaches.
From Fig. 2 we can infer that, as the neighbors number
increases, all the approaches tend to obtain lower MAE

Comparisons with other traditional approaches

results, which means more accurate predictions. Among
them, the ED approach obtains a relatively high MAE re-
sult. We believe that this is caused by its inherent metric
limitation. Our proposed approach outperforms all the
other approaches with different numbers of neighbors.

-i=:=: CBPCC3 wrevvee COS; o ED
0.95[ ----- PCC 3

10 20 30 40 50 60 70
User neighbors number
Fig.2 MAE plots of all the approaches with different numbers
of neighbors

3.3.2 Impacts of factors

In our proposed approach, the cluster number and at-
tribute factor have significant effects on the final predic-
tions. We let one of them be a constant and then observe
the effect of the other on the prediction result. First, the
cluster number parameter k is set to be 50 and we vary the
attribute factor A from O to 1. The experimental result is
illustrated in Fig.3(a). As can be seen, we conduct the
experiments when the neighbors number is 10, 20, and
40. Under these three conditions, the MAE curves with
different neighbor numbers are similar. The most accurate
prediction can be obtained around the value of 0.4. We

0.84

0.82

i 0.801 . e

A

= 078k e, T

0.76 . Neme.--v" s

0.74 1 1 T 1 1 1 1 1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.91.0

0.74 1 1 1 1 1 1 1 1 1
10 20 30 40 50 60 70 80 90 100

k
(b)
Fig.3 MAE plots of SMCUG with different A and k. (a) Plots
with different A (k=50); (b) Plots with different k(A =0.5)
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hold that this is mainly because our proposed approach as-
signs an appropriate weight to both the numerical and cat-
egorical attributes at this point. The numerical attributes
seem more important for prediction accuracy than the cat-
egorical attributes. As for other datasets, we can train the
parameter A with a small part of the dataset to ensure a
satisfactory result due to the fact that the dataset feature of
one application tends to be stable as its data size increa-
ses.

Fig. 3(b) illustrates the effect of user groups number
on overall prediction accuracy. The attribute parameter A
is set to be 0.5. From Fig. 3(b), it is apparent that the
number of user groups does have an effect on the per-
formance of our approach. As the number of user groups
increases, the MAE of our approach descends until the
number reaches around 40. After then, the MAE goes up
again when the number varies from 40 to 100. We infer
that, the large number of user groups makes the user in-
formation more specific, thus leading to the overfitting
problem. Moreover, the small number of user groups
makes the groups imprecise and we cannot utilize the in-
trinsic information adequately. Both the conditions are
detrimental to the prediction accuracy.

4 Conclusion

We propose a novel similarity measurement approach
incorporating clusters of intrinsic user groups in collabora-
tive filtering. Due to the proper clustering technique, our
approach can utilize the user social information effectively
and improve the prediction results notably. Experiments
performed on a real-world dataset demonstrate that our
proposed approach outperforms other approaches. In the
future, we plan to conduct a better analysis of the ap-
proach and focus on the item grouping.
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