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Abstract: Aimed at the remanufacturing system, the effect of
the uncertainty of returns’ quality on bottleneck shifting is
investigated. A novel definition of bottleneck station is
presented and the probability of a station becoming a
bottleneck is also given. By calculating the effective output,
the effective operation time (EOT) and the ratio of EOT of
each station, the system’s current bottleneck of effective
output time is determined. By calculating the probability
coefficient of variation and index of bottleneck shifting, the
quantitative performance of bottleneck shifting is obtained.
Discrete event simulation and the experiment design method
are adopted to simulate the system, in which the proportion of
quality grading, repair rates and process routes are considered.
The case study shows that the uncertainty of returns’ quality
greatly increases the probability of bottleneck shifting, and
with the increase of the discrete degree of the returns’ repair
rate, the bottleneck shifting phenomenon is more obvious.
Furthermore, bottleneck shifting is closely related to the
process route of the dominating returns’ quality grade.
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emanufacturing is regarded as an effective approach
for circular economy. Through a number of industri-
al operations, the worn-out components or end-of-life
products (hereafter referred to as “returns”) are restored
to useful life!"!. Various uncertainties exist in the remanu-
facturing system, including quantity and quality of re-
turns, which lead to large difference in the remanufactur-
ing process route and operation time, and pose a great
challenge for the design, production planning and opera-
tion of such systems'” .
In Ref. [3], the production planning problem was stud-
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ied by considering the difference in returns’ quality.
Zikopoulos et al.'* investigated the effect of returns’
quality on the profitability of the remanufacturing system.
Aras et al. ' demonstrated that the random characteristics
of returns are significant challenges faced by the remanu-
facturing system. Behret et al. ' studied the effect of
quality uncertainties on the total cost of remanufacturing.
The experimental results show that classification of returns
can reduce cost effectively. Jin et al. """ graded the returns
based on their quality, and modeled the remanufacturing
system with the Markov decision process. The above
studies show that quality grading is an effective method
for dealing with quality uncertainties of returns.
Bottlenecks are one of the key problems in production
planning and scheduling'™' . Influenced by various internal
and external stochastic factors, the location of the bottle-
neck in the remanufacturing system will change dynami-
cally. In addition, the improvement of current bottleneck
will also cause the shifting of bottleneck. The phenome-
non described above is called bottleneck shifting or dy-
namic bottleneck'”’ .

In recent years, the identification

and improvement for the dynamic bottleneck has received

much attention. Moss et al. "'”

used the linear regression
model and simulation method to solve bottleneck shifting
problems. Liu et al. """ adopted indicators of bottleneck
degree and bottleneck index to describe the properties of
dynamic bottlenecks. Li et al. ' regarded the blocking
and starving time as a time series, and the bottleneck
shifting was predicted by using an auto-regressive and
moving average (ARMA) model. A bottleneck identifi-
cation approach based on orthogonal experiments was pro-
posed by Zhai et al'"'.
lytic approach to study the bottleneck shifting problem. In
Ref. [15], a bottleneck machine identification algorithm
was proposed with the objective to minimize total tardi-

14
Lawrence et al. " used the ana-

ness.

Existing research mainly aimed at predicting bottleneck
workstations, and the study on dynamic bottlenecks and
overall system performance is quite limited. Up to now,
few studies have been found to concentrate upon the un-
certainties of returns’ quality acting on bottleneck shifting
in the remanufacturing system. In this article, selecting
the remanufacturing system as the research object and
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based on the analysis of uncertainties in core quality, a
novel definition of bottleneck station is proposed by con-
sidering quality grading proportion, repair rate and
process rate uncertainty. On that basis, the probability
analytic formula of bottleneck stations are derived. It can
be used to describe the effect of quality uncertainties on
bottleneck shifting. A case study is provided to illustrate
the efficiency of the approach.

1 Definition of Bottleneck Shifting
1.1 Bottleneck shifting indicator

Lawrence et al. """ developed a simple Jackson produc-
tion network model, and each node in the network was
regarded as a M/M/1 queuing system. Under steady state
conditions, the probability that there are m returns at the
station is equivalent to the probability that the queue
length of the M/M/1 queuing system is m, and the node
with the longest length synchronically is defined as the
bottleneck of the system.

Based on the mathematical description of queuing sys-
tem performance, the queue length of each node is larger
than other nodes with probability P; under steady state
conditions. Thus, P =(P,, P,, ..., P/.) is used to de-
scribe the probability that each node becomes a bottle-
neck. Obviously, when the system contains only one bot-
tleneck station, the corresponding probability P; for the
bottleneck station is 1, and the probability of the other
stations is 0.

Define B as the indicator of bottleneck shifting, which
is used to measure the bottleneck shifting property. B is
defined as

_&v
Jn

where CV is the coefficient of variation of bottleneck

B=1 (1)

probability; n is the number of stations; +n is the coeffi-
cient variation of bottleneck probability when there is only
one bottleneck in the system.

The value range of 8 is [0, 1]. B =0 represents that
there is only one static bottleneck in the system; 8 =1 im-
plies that each node has an identical probability to become
a bottleneck, which will lead to the largest bottleneck

shifting probability for the system.
1.2 Definition of bottleneck station

It is assumed that returns enter the system with K bat-
ches, and the throughput of each batch is B, (k =1, 2,
..., K); TP, is the number of returns passing through sta-
tion j; f; is the number of returns which enter the next op-
eration after finishing at this station ( namely effective
throughout) ; s, is the number of returns scrapped from

K
the system. Clearly, TP, =f, +s,= z B, .
k=1

The sum of throughout time of all station equals the to-
tal throughout time of all the batches, therefore, we

9
have"’

K

J
TPTB, = ¥ TPTW, =
J

5 5
> (3 TPTW,, + Y TPTW,,) (2)
j=1 i=1 i=1

where TPTB, denotes the total remanufacturing through-
out time of returns within batch k; TPTW, is the total op-
eration time of returns at station j; J is the number of sta-

tions in the system; TPTW,, is the operation time of op-
5

eration i at station j; 2 TPTW, , represents the effective
i=1

i

operation time (EOT) at station j.

The ratio of effective operation time (ug,;) is used to
denote the contribution of EOT at each station on its total
operation time, which is expressed as

/
> TPTW,,

_ i=1
= =P, x 100% (3)

Mo, j

where wpq; ; is the ratio of effective operation time at sta-
tion j.

The ratio of throughout time (w,;) is used to denote
the contribution of total operation time at each station on
the total system throughout time,

TPTW,
Mrpr,; = 5 x100% (4)
Y TPTW,
j=1

where .,y ; is the ratio of throughout time at station j.

It is clear that the bottleneck station has the following
characteristics that the throughout time is long while the
effective operation time is comparably short. On this ba-
sis, the definition of the effective throughout processing
time ratio is given as

ETPT, =% (5)
MeEor, j
By calculating the ETPT of each station during the
same time period, we can obtain the ranking order of the
effective throughout time of each station, among which
the station with the maximum ETPT value is regarded as
the bottleneck of effective throughout time (BN ;) :

BN,,; = {j | ETPT, = max(ETPT,, ETPT,, ..., ETPT,) }
(6)

During the given observation time period, 7; denotes
the duration that station j is a bottleneck station, thus the
value of total observation time is defined as the probabili-
ty that station j is a bottleneck station during the given ob-
servation period. P =(P,, P,,
ability of the station bottleneck:

..., P,) denotes the prob-
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CV = (7)

~llQ

where o is the standard deviation of the vector; P is the
average value of P. According to Eq. (1), the value of 8
can be obtained. When there are two or more bottleneck
stations existing at the same time, P can be obtained in
the same way, and then be normalized.

2 Remanufacturing System Model Considering
Quality Grading

It is assumed that returns enter the remanufacturing sys-
tem according to the independent Poisson process with
rate A, and the first station is the disassembly and testing
station. At this station, some of the returns with lower
quality cannot meet the remanufacturing requirement, and
they will be scrapped directly with the proportion of p,.
The rest returns are classified into four quality grades
based on the quality, i.e. i=1, 2, 3, 4. Returns with i
=1 denote those with the highest quality grade, while the
returns with i =4 denote the lowest quality grade. Sup-
pose that the probability of returns in grade i is p,, obvi-
ously p, +p, +p, +p, +p, =1. Fig. 1 shows the remanu-
facturing system model with the consideration of quality

grading.
él\

Disassembly
and testing

P P4
P> p3

— Process route

----+ Scrapped

Remanufactured parts

Fig.1 Remanufacturing system model with quality grading

After passing the disassembly and testing station, re-
turns will enter remanufacturing stations sequentially. As-
sume that there are six remanufacturing stations, i. e.,
W., j=1, 2, ..., 6. In addition, if a return cannot meet
the remanufacturing requirements due to quality defects at

any remanufacturing station, it will be scrapped. r;(i =
1, 2,3, 4;j=1, 2, ..., 6) represents the remanufactur-
ing rate of returns in grade i and at station j. Finished re-
manufactured parts will be assembled with new parts.

It is supposed that there is only one machine at each re-
manufacturing station, and C,; is the capacity of the buffer
before each station. Due to the range in quality of re-
turns, the processing time of each station is different so
that the processing routes are also of great difference. In
this case, for i =1, the processing route of the returns is
W,—W,—W,; for i =2, the processing route is W,—W,
—W.,—W,; for i =3, the processing route is W,—W,—
W,—W,; while for i =4, the processing route is W,—W,
—W,—>W,—W,. It is supposed that the processing time
of each station is exponentially distributed with means u,,
and returns follow the first-in-first-out (FIFO) rule.

3 Case Study

In this section, numerical examples are illustrated to
obtain insight into the effect of uncertainties about the
returns’ quality on bottleneck shifting. We will focus on
the factors including quality grade proportion p, repair
rate  and uncertainties of processing route.

3.1 Design of experiments

By choosing some typical groups of parameters, the
simulation model is established and run in order to obtain
the properties of bottleneck shifting. The parameters are
as follows: A =0.1, u, =1.00, w, =0.25, u, =0. 20,
s =0.10, ps =0.50, u, =0.40, C, =20.

The parameters in the simulation model, including p, r
and their dispersion degrees, are listed in Tab. 1. The
variation coefficient for repair rate of Groups A, B, C, D
are 0.491, 0.430, 0.074 and O, respectively. The stand-
ard deviation of auality grade proportion ( Groups 1 to 9)
are 0, 0.129, 0.129, 0.173, 0.173, 0.3, 0.3, 0.3 and
0.3, respectively. It should be noted that the higher the
dispersion degree of r, the greater the difference among
quality grades will be; while the smaller the dispersion
degree of p, the higher the hybridization rate of returns in
different quality grades will be. Meanwhile, the coeffi-
cient variation of repair rates in each group decreases pro-
gressively.

Groups A, B and Groups C, D belong to two catego-
ries, i.e. higher and lower coefficient variation of repair
rates. In Group A, returns are classified into two catego-
ries based on quality, i.e. higher and lower repair rates.
Group B denotes the group where the repair rate of returns
is descending, which is the same as Group C. In Group
C, repair rates are at a high level and the difference of
quality grade is small. The repair rate of Group D is 1, it
means that there are no processing defects. Typical
groups of quality grade proportions p are selected. Quali-
ty grade proportions in Groups 1 to 3 are constant, de-
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creasing and increasing, respectively; in Group 4 the re-
turns with a high quality grade are dominating, while
Group 5 is in contrast; in Groups 6 to 9, a certain quality
grade of returns will dominate the group.

The simulation model is established with ProModel ©

software with the aim to obtain the bottleneck shifting
property of the system under different parameters. The
design of experiments and the results are shown in
Tab. 1.

Tab.1 Experimental results of bottleneck shifting

Quality grade proportion

Repair rate

Group » 172 s o " a s Py Bottleneck probability P B
1 0.25 0.25 0.25 0.25 0.90 0.80 0.40 0.30  (0.46, 0.04, 0.31, 0.04, 0.03, 0.11) 0.559
2 0.40 0.30 0.20 0.10 0.90 0.80 0.40 0.30  (0.01, 0.00, 0.30, 0.00, 0.13, 0.55) 0.455
3 0.10 0.20 0.30 0.40 0.90 0.80 0.40 0.30  (0.57, 0.26, 0.04, 0.13, 0.00, 0.00) 0.458
4 0.40 0.40 0.10 0.10 0.90 0.80 0.40 0.30  (0.00, 0.00, 0.71, 0.00, 0.07, 0.21) 0.312
A 5 0.10 0.10 0.40 0.40 0.90 0.80 0.40 0.30 (0.25, 0.48, 0.00, 0.27,0.00,0.00) 0.311
6 0.70 0.10 0.10 0.10 0.90 0.80 0.40 0.30  (0.00, 0.00, 0.00, 0.00, 0.16, 0.84) 0.181
7 0.10 0.70 0.10 0.10 0.90 0.80 0.40 0.30  (0.00, 0.00, 1.00, 0.00, 0.00, 0.00) 0.000
8 0.10 0.10 0.70 0.10 0.90 0.80 0.40 0.30  (0.00, 0.59, 0.00, 0.41, 0.00, 0.00) 0.353
9 0.10 0.10 0.10 0.70 0.90 0.80 0.40 0.30  (0.48, 0.43, 0.00, 0.10, 0.00, 0.00) 0.452
1 0.25 0.25 0.25 0.25 0.90 0.70 0.50 0.30  (0.62, 0.06, 0.14, 0.13, 0.00, 0.05) 0.447
2 0.40 0.30 0.20 0.10 0.90 0.70 0.50 0.30  (0.08, 0.00, 0.26, 0.01, 0.13, 0.52) 0.518
3 0.10 0.20 0.30 0.40 0.90 0.70 0.50 0.30  (0.20, 0.38, 0.00, 0.42, 0.00, 0.00) 0.519
4 0.40 0.40 0.10 0.10 0.90 0.70 0.50 0.30  (0.03, 0.00, 0.66, 0.00, 0.10, 0.21) 0.375
B 5 0.10 0.10 0.40 0.40 0.90 0.70 0.50 0.30  (0.00, 0.36, 0.00, 0.64, 0.00, 0.00) 0.330
6 0.70 0.10 0.10 0.10 0.90 0.70 0.50 0.30  (0.00, 0.00, 0.00, 0.00, 0.14, 0.86) 0.157
7 0.10 0.70 0.10 0.10 0.90 0.70 0.50 0.30  (0.00, 0.00, 1.00, 0.00, 0.00, 0.00) 0.000
8 0.10 0.10 0.70 0.10 0.90 0.70 0.50 0.30  (0.00, 0.24, 0.00, 0.76, 0.00, 0.00) 0.252
9 0.10 0.10 0.10 0.70 0.90 0.70 0.50 0.30  (0.42, 0.46, 0.00, 0.12, 0.00, 0.00) 0.470
1 0.25 0.25 0.25 0.25 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
2 0.40 0.30 0.20 0.10 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.02, 0.68, 0.00, 0.30) 0.316
3 0.10 0.20 0.30 0.40 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
4 0.40 0.40 0.10 0.10 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.29, 0.03, 0.05, 0.63) 0.155
c 5 0.10 0.10 0.40 0.40 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
6 0.70 0.10 0.10 0.10 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 0.05, 0.05, 0.90) 0.114
7 0.10 0.70 0.10 0.10 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.98, 0.02, 0.00, 0.00) 0.020
8 0.10 0.10 0.70 0.10 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
9 0.10 0.10 0.10 0.70 0.95 0.90 0.85 0.80  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
1 0.25 0.25 0.25 0.25 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
2 0.40 0.30 0.20 0.10 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 0.70, 0.00, 0.30) 0.298
3 0.10 0.20 0.30 0.40 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
4 0.40 0.40 0.10 0.10 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.05, 0.06, 0.00, 0.89) 0.133
D 5 0.10 0.10 0.40 0.40 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
6 0.70 0.10 0.10 0.10 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 0.05, 0.00, 0.95) 0.058
7 0.10 0.70 0.10 0.10 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.95, 0.05, 0.00, 0.00) 0.058
8 0.10 0.10 0.70 0.10 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000
9 0.10 0.10 0.10 0.70 1.00 1.00 1.00 1.00  (0.00, 0.00, 0.00, 1.00, 0.00, 0.00) 0.000

3.2 Analysis of experimental results

3.2.1

From Fig.2(a), we know that for returns of different
quality grade proportions, the value of 8 depends mainly
on the dispersion degree of r. The higher the dispersion
degree of r, the higher the value of 8 will be, and vice
versa. Thus, bottleneck shifting will be more obvious

The impact of repair rate r

when the difference of repair rates in each grade is great.
The repair rates of Groups C and D are both at a high lev-
el, and their dispersion degrees are 0.074 and 0, respec-
tively. It is found that when 8 is O or close to 0, there is

a relatively fixed static bottleneck. For Group D, the re-
pair rate is always 1, and the results show that each sta-
tion in the system has similar probability to become a bot-
tleneck station due to serious uncertainties of repair rate.
From Fig.2(b), compared with other groups, Groups
2 and 4 have similar tendency, and their 8 values remain
high even when the repair rate is at a high level (C, D).
By observing the quality grade proportion in both groups,
process routes and the probabilities of each station becom-
ing a bottleneck, it is found that returns at a high quality
grade (i =1, 2) dominate the results, occupying 70%
and 80% respectively. These two kinds of returns have
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similar routes, thus the process routes with the domina-
ting grade will dominate the location of bottleneck sta-
tions, as shown in Tab. 2.

Group :
——1
-3
a5
-6
—A—8
—&—9

0.6

0.5

0.4

% 0.3
0.2
0.1
0 . &
A D
Group
(a)
0.6 Group :
’ —
0.5 ——4
' 4 —-—7
0.4
«Q
0.3
0.2
0.1F
" e
A B C D
Group

(b)
Fig.2 Relationship between dispersion degree of repair rate
and bottleneck shifting. (a) Groups 1, 3, 5, 6, 8 and 9;

(b) Groups 2, 4 and 7

For different repair rate levels and dispersion degrees,
B in Group 7 is O or approaching 0. The reason is that the
returns with medium or high quality grade (i =2) are in
the majority, thus the bottleneck location depends mainly
on the process route of this grade.

3.2.2 The impact of quality grade proportion p

In engineering practice, there are great differences in
returns’ quality. Groups A and B are the situations where
repair rates have a large degree of dispersion. As shown
in Fig. 3, for Groups 1 to 7, with the increase of the dis-
persion degree of p, the value of 8 will decrease gradual-
ly. The results show that the higher the hybridization de-
gree of returns, the more obvious the bottleneck shifting
will be. The reason is that with the increase of the
returns’ hybridization degree, the difference in each
station’s utilization rate decreases, and the probability for
each station to become bottleneck also increases, and thus
leads to the decrease of 8.

Fig. 3 demonstrates that the results of Groups 8 and 9
seem to be exceptions to the rules above. Groups 6 to 9
represent the situation where one grade of returns domi-
nates and the other grades have the same dispersion de-
gree in quality grades. The results show that when the
majority of returns are those with medium or low quality
grade (i.e. i =3 or i =4), the value of 8 will be at a
high level. From Tab.3, when a certain grade of returns
is in prominent place, the location of the bottleneck sta-
tion will be closely related to the process route of the
dominant grade returns. For instance, when i =1, W, and
W, are the bottleneck stations; while i =2, W; is the bot-
tleneck station. In Groups 8 and 9, the bottleneck station

Tab.2 Relationship of returns’ quality and bottleneck shifting

p

Bottleneck probability

G
roup 4 ) P Pq W, W, W, W, Ws W A
C2 0.4 0.3 0.2 0.1 0.00 0.00 0.02 0.68 0.00 0.30 0.316
c4 0.4 0.4 0.1 0.1 0.00 0.00 0.29 0.03 0.05 0.63 0. 155
D2 0.4 0.3 0.2 0.1 0.00 0.00 0.00 0.70 0.00 0.30 0.298
D4 0.4 0.4 0.1 0.1 0.00 0.00 0.05 0.06 0.00 0.89 0.133
0.6 A process routes. This will increase the probability of each
b —— . . . .
0.5 —-—B station becoming a bottleneck and result in the more seri-
T —=— Standard deviation of p ous phenomenon of bottleneck shifting.
0-4r 4 Conclusion
@ 0.3 In this paper, the bottleneck is defined for a remanu-
0ol facturing system by using an effective throughout time ra-
tio, and the formula of bottleneck shifting is also given.
0.1F A simulation approach considering grading quality is pro-
posed. The impact of quality grade proportion, repair rate
1 1 1 1 1 1 ]
01 2 3 4 5 6 7 8 9 and uncertainties of process routes on the bottleneck shift-

Group
Fig.3 Relationship of p with bottleneck shifting

shifts between W,, W, or among W,, W, and W,, respec-
tively, which will lead to a high level of 8. When the re-
turns are dominated by a low quality grade, they will
flow through more stations and have more complicated

ing properties are studied by the means of simulation and
design of experiments. The results demonstrate that the
repair rates r of returns have obvious influence on bottle-
neck stations. The higher the dispersion degree of r, that
is the greater the difference of the returns’ quality, the
more obvious the bottleneck shifting will be. Further-
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more, influenced by interaction of quality grade propor-  process routes of dominant grade returns.
tions, bottleneck shifting is also closely related to the
Tab.3 Relationship of processing route and bottleneck shifting
Quality . Bottleneck probability
arade i Processing route Group W, W, W, W, A W, B
| W, —> Wy W, A6 0.00 0.00 0.00 0.00 0.16 0.84 0.181
B6 0.00 0.00 0.00 0.00 0.14 0.86 0.157
2 W, —> Wy W W, A7 0.00 0.00 1.00 0.00 0.00 0.00 0.000
B7 0.00 0.00 1.00 0.00 0.00 0.00 0.000
3 W, Wy —W,—W, A8 0.00 0.59 0.00 0.41 0.00 0.00 0.353
- B8 0.00 0.24 0.00 0.76 0.00 0.00 0.252
4 W, Wy W, —Ws—W, A9 0.48 0.43 0.00 0.11 0.00 0.00 0.452
B9 0.42 0.46 0.00 0.12 0.00 0.00 0.470
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