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Abstract: Due to the high complexity of the pairwise decoding
algorithm and the poor performance of zero forcing (ZF)/
minimum mean square error (MMSE) decoding algorithm,
two low-complexity suboptimal decoding algorithms, called
pairwise-quasi-ZF and pairwise-quasi-MMSE decoders, are
proposed. First, two transmit signals are detected by the
quasi-ZF or the quasi-MMSE algorithm at the receiver. Then,
the two detected signals as the decoding results are substituted
into the two pairwise decoding algorithm expressions to detect
the other two transmit signals. The bit error rate ( BER)
performance of the proposed algorithms is compared with that
of the current known decoding algorithms. Also, the number
of calculations of ZF, MMSE, quasi-ZF and quasi-MMSE
algorithms is compared with each other. Simulation results
show that the BER performance of the proposed algorithms is
substantially improved in comparison to the quasi-ZF and
quasi-MMSE algorithms. The BER performance of the
pairwise-quasi-ZF  ( pairwise-quasi-MMSE )  decoder is
equivalent to the pairwise-ZF ( pairwise-MMSE) decoder,
while the computational complexity is significantly reduced.
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quasi-orthogonal  space-time code

ince the space-time code ( STC) was proposed in
Ref. [1], the design criteria, encoding and deco-
ding, performance analysis and code construction of the
STC have been studied” ™. As an important branch of the
STC, the space-time block code ( STBC) has gained
much interest due to its linear maximum likelihood deco-
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ding complexity However, it is well known that

there is no complex orthogonal STBC with rate-one when
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the number of transmit antennas is larger than two. For
the case of more than two transmit antennas, quasi-or-
thogonal space-time block codes (QOSTBCs) have been
proposed instead of orthogonal STBC to gain a high code
rate. A family of rate-one complex QOSTBCs was pro-
posed in Ref. [8], and the decoder of the proposed codes
works with pairs of transmitted symbols, which is well
known as pairwise decoding.

However, the complexity of the pairwise decoding al-
gorithm is high since it increases exponentially. In order
to reduce the QOSTBC decoding complexity, many deco-
ding algorithms were proposed”"”'. The most famous lin-
ear low complexity decoding algorithms for QOSTBC are
the ZF decoding algorithm and the MMSE decoding algo-
rithm. Two novel rate-one quasi-orthogonal space-time
block coding schemes for four antennas were proposed in
Ref. [9], and the ZF linear receiver was adopted for the
new codes to obtain a lower decoding complexity. Then,
the bit error rate (BER) performance of the two kinds of
codes proposed in Ref. [9] was compared with the Ja-
I In Ref. [10], a code selecting algo-
rithm between four transmit antennas QOSTBCs was pro-
posed to improve BER performance and diversity gain
without rate loss, and the received signals can be decoded
by a simple linear decoder such as the ZF decoder or the
MMSE decoder. However, one bit feedback information
is required for this algorithm. Although the ZF and the
MMSE decoding algorithms have linear complexity, the
two algorithms still have a high decoding complexity due
to processing the matrix inversion. In order to reduce the
complexity, two lower complexity decoding algorithms
for the rate-one QOSTBC'"" were proposed in Ref. [12],
which are named as quasi-ZF and quasi-MMSE, respec-
tively. The two algorithms do not need the matrix inver-
sion, and they only need to carry out the transpose of ma-
trix operations, so they can effectively reduce the compu-
tational complexity of the receiver. However, the ZF al-
gorithm and the MMSE algorithm in Refs. [9 —10] can
reduce the decoding complexity with the cost of a sub-
stantial performance loss in comparison to the pairwise
decoding algorithm. Combined with the pairwise deco-
ding algorithm and the ZF decoding algorithm, a low-
complexity suboptimal decoding algorithm called pair-
wise-ZF decoding algorithm was proposed in Ref. [13],
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and simulation results show that it can provide a substan-
tially improved tradeoff between the computational com-
plexity and performance in comparison to the well known
decoding algorithms such as ZF, MMSE and pairwise de-
coding.

Two low-complexity suboptimal decoding algorithms,
for the second new QOSTBC (Liu’s code) ™ according to
Ref. [8], called pairwise-quasi-ZF and pairwise-quasi-
MMSE, are proposed in this paper, respectively. Unlike
the maximum likelihood decoding algorithm, the basic
idea of the two algorithms in Ref. [9] is that the receiver
first makes use of the quasi-ZF or the quasi-MMSE algo-
rithm to detect two transmit signals, then substitutes the
two detected signals as the decoding results into the two
pairwise decoding algorithm expressions to detect the oth-
er two transmit signals nearly linear. Moreover, we com-
pare the computational complexity and BER performance
of the new algorithms with that of the current known de-
coding algorithms.

1 System Model and Code Construction

Considering a wireless multiple input and single output
(MISO) communication system with N transmit antennas
and one receiving antenna, and an interval of 7 symbols
during which the channel is constant, the received signal
vector is given by

r=Xh+n (1)

where r = (r,);,, is the received signal vector of size T x
1 and whose entries r,(t =1, 2, ..., T) are the received
signal at time t. h =(h,)},, is the complex channel vec-
tor of size N x 1 and its entries h,(n=1,2, ..., N) denote
the complex path gain from the n-th transmit antenna to
the receiver antenna, which are modeled as samples of
the independent and identically distributed (i.i.d.) com-
plex Gaussian random variable. The real part and imagi-
nary part of path gain have equal variance 0.5 and zero
mean. X is the transmission code matrix of size TxN. n
=(n,)" is the noise vector of size T x 1, whose entries 7,
(t=1,2,...,T) are the noise samples modeled as the i. i.
d. zero-mean complex Gaussian random variable with va-
riance 1/(2SNR) per real dimension, where SNR is the
signal-to-noise ratio.

In this paper, it is assumed that in one QOSTBC code-
word there are N =4 transmit antennas and 7' =4 transmit-
ted time slots. A quasi-orthogonal space-time block en-
coder encodes K =4 transmitted symbols x,, x,, x;, x, into
the transmission matrix X of size 4 x4 (The second new
QOSTBC coding scheme ( NW2)—Liu code' ), which
can be expressed as

X, X, X, X,
X, -X, X, - X,

X=| . . . (2)
X,  =Xx, —-X X,
Xy X3 X =X

where the rows and columns of X represent the space and
time domains of the QOSTBC, respectively; ( - )" de-
notes the complex conjugate; x, (k =1, 2,3,4) are the
signals which are transmitted by N transmit antennas in 7T
=4 time slots. The rate of matrix X is R=K/T=1.

2 Low-Complexity Suboptimal Decoding Algo-
rithms

This section presents two new low-complexity subopti-
mal decoding algorithms that provide substantially im-
proved tradeoff between the computational complexity
and BER performance in comparison to the current known
decoding algorithms. According to the channel model,
using the received signals (1) and the transmission code
matrix (2), we take advantage of the conjugate of the re-
ceived signals r, and r,. Hence, we obtain the equivalent
received signal,

F=Hx+n (3)

where H is the 4 x4 equivalent complex channel matrix.

Assume that the perfect channel state information
(CSI) is known at the receiver. It is well known that the
traditional decoding algorithm is pairwise decoding for
QOSTBC, that is, the pairwise decoder performs joint
detection of two independent pairs of transmit symbols
(x,, x,) and (x,, x,). This decoder is a kind of maxi-
mum-likelihood (ML) decoder.

X:arngin | r-Xn|;:=
arg mXin(hHX"Xh —-h"X"r -r"Xn) (4)

where || A || is the Frobenious norm of matrix A which is

defined as || A | =tr(A"A). Here, tr(A) is the trace of

matrix A; (A)" is the Hermitian transpose of matrix A.
So, ML decoding is equivalent to

mXin(hHX"Xh —-h"X"r -r"Xn) (5)

The ML decision metric (5) is calculated as the minimum
sum of two terms f,,(x,, x,) +f,,(x;, x,), where f,,(x,,
X,) is independent of x, and x, and f,, (x;, x,) is inde-
pendent of x, and x,. Thus, the minimization of (5) is
equivalent to minimize these two terms independently.

Jo(x, x) = ( ‘xl ‘2 +‘x2‘z)(z ‘hm‘z)_

Alm(x’ x,)Im(h" h, +h h,) -
2Re[(r h, =1, h, —rshy —r,h)x, +
(r, hy +r hy —r,hy +r,h)x,] (6)

Sfau (x5, x,)1s similar to f,(x,, x,).

Since the pairwise decoder detects the pair of transmit
symbols (x,, x,) or (x;, x,) simultaneously, the com-
plexity of the pairwise decoding for QOSTBC is exponen-
tial. In order to reduce the decoding complexity, two
low-complexity suboptimal decoding algorithms called
pairwise-quasi-ZF and pairwise-quasi-MMSE are pro-
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posed in this paper.
2.1 Pairwise-quasi-ZF decoding algorithm

The traditional ZF decoding algorithm is a linear sub-
optimal detector. The ZF equalization matrix is W, =
(H"H) 'H". However, the ZF decoding algorithm has
high decoding complexity due to the process of the in-
verse of the matrix in calculating W,.. So, a new algo-
rithm called quasi-ZF decoding algorithm is proposed"”,
which is expressed as

F=Wr (7)
where W = (H"H)"'H". Tt is known that f,,(x,, x,) in
Eq. (6) is the joint function of x, and x,, which cannot be
detected independently of each other. If the decoder
knows x, through the quasi-ZF decoding algorithm, then
fi.(x,, x,) is only the function of x, which can be detected
directly.

The decoder detects symbol x, by the quasi-ZF deco-
ding algorithm, the estimated value of x, is obtained as

X, =(ah; =bh,)r, —(ah, +bh])r, - (8)
(ahy + bh,)r; —(ah, —bh,)r,

4
wherea = Y |k, |’ b =2jIm(h] h, +h) h,), j =
m=1

/=1 is the imaginary unit and Im( - ) is the imaginary
part of a complex number.

So, we obtain the estimate value of symbol x,. There-
fore, instead of minimizing f,, (x,, x,) for all possible
values of x, and x,, we only need to minimize the metric
fi(x,, x,) for all the values of x, since the estimated val-
ue of x, is known. Eq. (6) is reduced to detect x,.

L) =Clo (S Ta, 17)-

4Im(x;" x,)Im(h h, + h h,) —
2Re[(r, hy + 1 h, —r,hy +rh))x,] 9

Similarly, we can obtain the estimated value of x, and x,.
2.2 Pairwise-quasi-MMSE decoding algorithm

Similarly, a new algorithm called the quasi-MMSE de-
coding algorithm was proposed in Ref. [12], in which
W s is changed into Wy, and it can be expressed as

W' _(HHH L)T H
MMSE = +’}/ H

where vy is the input signal-to-noise ratio (SNR), and I is

(10)

the 4 x4 identity matrix. The decoder detects symbol x,
by the quasi-MMSE decoding algorithm, and the esti-
mated value of x, is obtained as

X, :[(a+%)hl* _bhz*]rl _[(a"‘%)h; +]9h]*]}’2 -

[(a+%)h3 +bh4]r; —[(a +%)h4 -bh3]r; (11)

So, we can obtain the expected value of symbol x,.
Therefore, instead of minimizing f,, (x,, x,) for all the
possible values of x, and x,, we just need to minimize
metric f,,(x,, x,) for x, since the estimated value of x, is
known. The decoder detects symbols x, and x, in the
same way.

3  Computational Complexity and BER Per-
formance Simulation

3.1 Computational complexity

We compare the computational complexity of the pro-
posed algorithms with those proposed in Refs. [13 —14].
Since the pairwise decoding algorithm has the same com-
putational complexity, we only compare the computation-
al complexity of the four decoders such as the traditional
ZF decoder, the traditional MMSE decoder, the quasi-ZF
decoder and the quasi-MMSE decoder, with complexity
measured by the number of complex multiplications,
complex summations and square-root operations. In tradi-
tional ZF, computing H"H requires TK(K +1)/2 =40
complex multiplications and (7 - 1) K(K +1)/2 =30
complex summations, the inverse computation (H"H) ™'
requires K°/2 + 3K°/2 =56 complex multiplications and
K*/2 - K*/2 =24 complex summations and K =4 square-
root operations. Multiplying (H"H) ™' with H" requires
KT = 64 complex multiplications and KT (K — 1) =48
complex summations. Thus, the traditional ZF algorithm
requires 160 complex multiplications, 102 complex sum-
mations and four square-root operations. Similarly, the
traditional MMSE algorithm requires 161 complex multi-
plications, 106 complex summations and four square-root
operations. The quasi-ZF algorithm requires 104 complex
multiplications and 78 complex summations, and it does
not require square-root operations. Also,
MMSE algorithm requires 105 complex multiplications
and 82 complex summations, and it does not require
square-root operations.

Tab. 1 summarizes the computational complexity. Tab.
1 shows that the computational complexity of the quasi-
ZF algorithm is the lowest, the second lowest is the qua-
si-MMSE algorithm due to no square-root operations, and
the highest is the traditional MMSE algorithm in the four
decoding algorithms.

the quasi-

3.2 Simulation results

We consider a wireless communication system with 4-
transmit antennas and 1-receiving antenna as a 4 x 1 sys-
tem. The wireless channel is assumed to be a quasi-static
flat fading so that the path gains are constant over an in-
terval of T and vary from one frame to another. We com-
pare the BER performance of different decoding schemes,
including the proposed pairwise-quasi-ZF and pairwise-
quasi-MMSE decoding algorithms, the pairwise decoding
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Tab.1 Comparisons of computational complexity of the four
algorithms
. Algorithms
Complexity - -
ZF MMSE  Quasi-ZF Quasi-MMSE
Complex 160 161 104 105
multiplications
1
Complex 102 106 78 82
summations
Square.-root 4 4 0 0
operations

algorithm proposed in Ref. [8], and the quasi-ZF and
quasi-MMSE decoding algorithms proposed in Ref. [12]
We consider the BPSK modulations in
this paper. Fig. 1 shows the Monte-Carlo simulation re-
sults, which displays the BER vs. SNR for the proposed
algorithms in this paper and the algorithms proposed in
Refs. [8, 12]. We can see that the BER performance of
the proposed pairwise-quasi-MMSE decoding algorithm is

significantly better than that of the quasi-MMSE decoding
]

. 9
for Liu’s code™'.

algorithm"”', and the proposed pairwise-quasi-ZF deco-

ding algorithm is significantly better than that of the qua-
(2]

si-ZF decoding algorithm' ~'. From Fig. 1, we can also
see that the BER performance of the proposed pairwise-
quasi-MMSE decoding algorithm is better than that of the
proposed pairwise-quasi-ZF decoding algorithm, but the
computational complexity of the former is slightly higher
than that of the latter due to the detection of symbols x,
and x, using the quasi-MMSE algorithm to the pairwise-
quasi-MMSE decoding algorithm in consideration of the

effects of noise.

— Pairwise decode!®!
-&- Pairwise-quasi-MMSE decode
—& Pairwise-quasi-ZF decode
- — Quasi-MMSE decode!'?!
Ny, Quasi-ZF decode!'?!

100_
101
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-3k
% 10

10741

107°F

10 -6

1077 ' "

0 5 10 15 20 25 30
SNR/dB

Fig.1 BER vs. SNR comparison of the proposed algorithm

with those proposed in Refs. [8, 12] (4-transmit and 1-receive
antennas, BPSK)

Next, we compare the BER performance of the pro-
posed pairwise-quasi-MMSE decoding algorithm with the
pairwise-MMSE decoding algorithm proposed in Ref.
[14], and compare the proposed pairwise-quasi-ZF deco-
ding algorithm with the pairwise-ZF algorithm proposed
in Ref. [13]. Fig.2 displays the comparison of BER vs.
SNR for the Liu code using the four decoding algorithms
for the BPSK modulation. From Fig. 2, we can see that
the BER performance of the proposed pairwise-quasi-

MMSE decoding algorithm is the same as that of the pair-
wise-MMSE decoding algorithm proposed in Ref. [ 14].
Similarly, the proposed pairwise-quasi-ZF is the same as
that of the pairwise-ZF decoding algorithm proposed in
Ref. [13]. However, we observe from Tab. 1 that the
computational complexity of the two proposed algorithms
are significantly lower than those proposed in Refs. [13 —
14]. This is due to the fact that the quasi-MMSE ( quasi-
ZF) algorithm does not need matrix inversion and square-
root operations, so complexity multiplication and addition
operations are significantly reduced.

10°7 ~ Pairwise-MMSE decode! ']
10-1 — Pairwise-ZF decode! ™!
-o- Pairwise-quasi-MMSE decode
10 21 %%, = Pairwise-quasi-ZF decode
1073
3
10741
10F
10~F
10 =7 1 %
0 5 10 15 20 25 30

SNR/dB
Fig.2 BER vs. SNR comparison of the proposed algorithm
with those proposed in Refs. [ 13 — 14] (4-transmit and 1-re-
ceive antennas, BPSK)

4 Conclusion

Two low-complexity suboptimal decoding algorithms
called pairwise-quasi-ZF and pairwise-quasi-MMSE de-
coders are proposed. Computational complexity analysis
and BER performance simulation results show that the
proposed algorithms provide a significant BER improve-
ment in comparison to the quasi-ZF and quasi-MMSE al-
gorithms, respectively. The BER performance of the
pairwise-quasi-ZF ( pairwise-quasi-MMSE ) decoder is
equivalent to the pairwise-ZF ( pairwise-MMSE) decoder,
while the computational complexity is significantly
reduced. So, the proposed decoding algorithm can pro-
vide a substantially improved tradeoff between the compu-
tational complexity and performance in comparison to the
well known decoding algorithms.

References

[1] Tarokh V, Seshadri N, Calderbank A R. Space-time
codes for high data rate wireless communication: perform-
ance criterion and code construction [J]. IEEE Trans In-
form Theory, 1998, 44(2):744 —765. DOI: 10. 1109/18.
661517.

[2] Xu TY, Xia X G. On space-time code design with a con-
ditional PIC group decoding [J]. [EEE Trans Inform The-
ory, 2011, 57 (6): 3582 — 3593. DOI: 10. 1109/TIT.
2011.2137250.

[3] Vehkalahti R, Hollanti C, Oggier F. Fast-decodable
asymmetric space-time codes from division algebras [J].



Low complexity suboptimal decode algorithms for quasi-orthogonal space time block codes 5

IEEE Trans Inform Theory, 2012, 58(4):2362 —2385. 2009: 451 —454.

[4] Markin N, Oggier F. Iterated space-time code construc- [10] Ham J, Kim K, Shin M, et al. Performance analysis of
tions from cyclic algebras [J]. IEEE Trans Inform Theo- code selection algorithm based on quasi-orthogonal space-
ry, 2013, 59(9): 5966 —5979. time block code [J]. IET Commun, 2010, 4(15): 1847 —

[5] Tarokh V, Jafarkhani H, Calderbank A R. Space-time 1854.
block codes from orthogonal designs [J]. [EEE Trans In- [11] Papadias C, Foschini G. Capacity-approaching space-time
form Theory, 1999, 45(5):1456 — 1467. DOI: 10. 1109/ codes for system employing four transmitter antennas [J].
18.771146. IEEE Trans Inform Theory, 2003, 49(3): 726 —733.

[6] Ayanoglu E, Larsson E G, Karipidis E. Computational [12] Jeong J S, Park S B, Jo C B, et al. Quasi-orthogonal
complexity of decoding orthogonal space-time block codes space-time block codes based on single symbol decoding
[J]. IEEE Trans Commun, 2011, 59(4): 936 —941. for four transmit antennas [ C|//The 11th International

[7] Zhang X, Xing J, Wang W B. Outage analysis of orthog- Conference on Advance Communication Technology.
onal space-time block code transmission in cognitive relay Phoenix Park, Korea, 2009: 1742 —1745.
networks with multiple antennas [J]. IEEE Trans Veh [13] Alabed S J, Paredes J M, Gershman A B. A low com-
Technol, 2013, 62(7): 3503 —3508. plexity decoder for quasi-orthogonal space time block

[8] Jafarkhani H. A quasi-orthogonal space-time block code codes [J]. IEEE Trans Wireless Commun, 2011, 10(3):
[J]. IEEE Trans Commun, 2001, 49(1): 6842725-1 — 988 —994.

6842725-4. DOI: 10. 1109/26. 898239. [14] Li ZQ, Qiu P P, Shen L F, et al. A new decoding algo-

[9] Liu L, Zhang H Z, Wang K Q, et al. Quasi-orthogonal rithm of quasi-orthogonal space time block codes [ C]//
space-time block codes for four antenna [ C]//2009 Inter- The 6th International Congress on Image and Signal Pro-
national Conference on Networks Security, Wireless Com- cessing. Hangzhou, China, 2013: 14116743-1 -
munications and Trusted Computing. Wuhan, China, 14116743-5.

ETREXEXMEBEENEETTHHHE
FER' R &' k#EER EERY KTE

(' FBREHFHAZEAEELLHE, E T 210096)
C RABRFHIAE L EREBEHLA, B R 210096)

N

FE AR AT Rk A R E SRR/ T TR AT R AR 2 5 P, B T — A pairwise-quasi-

ZF/pairwise-quasi-MMSE é’ﬂ&iﬂ:/"‘ /fﬂt 5 k. AR quasi-ZF K quasi-MMSE ik it J b 3f 5 R 415

TH I P R AE, 'Hi?‘% | AL g 1% 45 25 RARN A A #3808 Xof Km0k R R 30 4 A3 5 0

Yot FIRALTAR A F R LE R LT ﬁfrﬁi@?a& Y5 JUAP M G i A S ok 4G A SRR YL BBk, JFLER T ZF,

MMSE, quasi-ZF #= qua51-MMSE vk Sk et 2. 4 A R AR PR #RSE k09 BER 4k 5 quasi-ZF ﬁrz%

#= quasi-MMSE H =480 A BH B K &, 5 pairwise-ZF #» pairwise-MMSE # i:48 1t BER ‘M ae A0t it £ &
KK BAK.

RGEIA o R DN AL AR HZe % FD ; pairwise-quasi-ZF ; pairwise-quasi-MMSE ; 32 Jb 4F F

HESES TN



