Journal of Southeast University (English Edition)

Vol. 32, No. 1, pp. 35 —38

Mar.2016 ISSN 1003—7985

Enhanced kernel minimum squared error algorithm
and its application in face recognition

Zhao Yingnan">’ He Xiangjian’

Chen Beijing"’

Zhao Xiaoping"’

('Jiangsu Engineering Center of Network Monitoring, Nanjing University of Information Science and Technology,
Nanjing 210044, China)
(*School of Computer and Software, Nanjing University of Information Science and Technology, Nanjing 210044, China)

(*School of Computing and Communications, University of Technology, Sydney, Sydney 2007, Australia)

Abstract: To improve the classification performance of the
kernel minimum squared error (KMSE), an enhanced KMSE
algorithm ( EKMSE) is proposed. It redefines the regular
objective function by label
definition, and the relative class label matrix can be adaptively
adjusted to the kernel matrix. Compared with the common
methods, the new objective function can enlarge the distance
between different classes, which therefore yields better
recognition rates. In addition, an iteration parameter searching
technique is adopted to improve the computational efficiency.
The extensive experiments on FERET and GT face databases
illustrate the feasibility and efficiency of the proposed
EKMSE. It outperforms the original MSE, KMSE, some
KMSE methods, and even the sparse
representation-based techniques in face recognition, such as
collaborate representation classification (CRC).
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based techniques have been developed. Among these

introducing a novel class

improvement

he kernel method is one of the most influential de-
velopments in recent decades, and many kernel-

methods, the kernel minimum squared error (KMSE) has
gained much attention due to its high computational effi-
ciency'’. Recent study has illustrated the good generali-
zation power of KMSE. It is a unified framework™ for
some known algorithms, such as KFDA, least squares
SVM ( LS-SVM),
(KRR).
sparse representation-based methods

and the kernel ridge regression
KMSE has been applied in the

[3-4]

Meanwhile,
. Similar to other
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kernel methods, KMSE suffers from a problem during the
that is,
KMSE decreases as the number of the training patterns in-

training phase, the computation efficiency of

creases. Another drawback lies in the uncertainty of
KMSE solutions, since the number of coefficients is grea-
ter than that of linear equations. To tackle these prob-
lems, KMSE can be amended through either accelerating
or model improvement.

Most of existing KMSE improvements focus on ad-
dressing the first problem. Generally, these methods se-
lect so-called significant nodes ( SNs) from the training
samples, which have great contributions to classification
according to some rules. The number of SNs is always
smaller than that of training ones. Hence, in the classifi-
cation phase, these SNs substitute all the training samples
to compute the kernel functions. Accordingly, they can
speed up the algorithms while not sacrificing the classifi-
cation rates. Simplified KMSE ( SKMSE)"' applies the
distance criterion to select SNs. More recently, Zhao et
al. ' presented a backward greedy searching strategy. In
addition, Zhao et al. """ employed the incremental learning
technique to speed up the KMSE algorithm.

Except for the accelerating algorithms, some literature
enhances KMSE for efficient classification in terms of
model improvement. Taking advantage of the local ridge
regression (LRR), Xu et al.”™ developed an efficient
KMSE classification approach. It appears complex al-
though it adopted the iterative technique for simplifica-
tion. Wang" presented the minimum norm minimum
squared-error (MNMSE) algorithm to improve the classi-
fication and numerical stability of KMSE. In this algo-
rithm, the definition of geometric distance between clas-
ses, which is evaluated by w vector of the KMSE model,
is introduced to modify the objection function.

We modify the KMSE objective function by adding an
adaptive item called enhanced KMSE (EKMSE) . This al-
gorithm enables different classes to have greater difference
to achieve better classification performance.

1 KMSE Overview

Suppose that there are ¢ classes and each class has N sam-
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ples. We consider the input-output data model of KMSE as

G=¢pW+E (D)
where
1 (j)(xl)T " e, 8
b= . . W:[WO]’ E=|:| G=| :
1 ¢(x1)T €y 8n

and W is the column vector containing the bias item w,
and the normal vector w. Here, ¢,(x) denotes the i-th
feature of sample x in kernel space. According to the re-
producing kernel theory, there exist the coefficients «; =
1,2, ..., N satisfying

W= zN:, a,p(x;) (2)
Substituting Eq. (2) into Eq. (1), we obtain
KA+E=G, A={w,a, a,, ... oz_,}T (3)
1 k(x,,x) k(x,,xy)
where K = 1 k(xz:, %) k(xzz,xN) . K is referred
1 k(x,x) k(0 )

to as the kernel matrix of KMSE. Eq. (3) can be solved
using the least squared criterion. We have

A=(K'K+vyD) 'K'G (4)

For an arbitrary sample x, we calculate the distances be-
tween g, and the class labels of all the ¢ classes, and then
classify it to the closest one. The equation is

8. =w, +k.a (3)
where k= [k(x, x,), ..., k(x, xy)].

2 Enhanced Kernel Minimum Squared Error
(EKMSE) Classification

On the basic idea of KMSE, we modify the class label
definition by adding an adaptive item to enlarge the dis-
tance of different classes. At the same time, we adopt an
iteration technique to determine the two corresponding pa-
rameters.

Eq. (1) is modified as

G+uS=¢pW+E (6)
where S is the variation of the class label G by substitute
0 with —1. Such definition will enlarge the class differ-
ence. The items in G are O and 1 and they are -1 and 1
in S. u is the self-adapting item, varying with K, A and
G. Therefore, we can obtain the objective function of
EKMSE as

KA+E=G+uS (7

By virtue of the least squared criterion, we obtain

A=(K'K+AI) "'K'(G+uS) (8)
Meantime, we obtain the following on the base of Eq. (7):
uS=KA -G (9)

Given a small positive initial value of uS, uS and A are
calculated iteratively.

The algorithm can be summarized in the following
steps:

Step 1 Define the class label matrix G = {g,}, of
the training samples. Suppose that there are N training
samples and ¢ classes.

Step 2 Define matrix S on the base of G, substituting
0 with — 1, the left numbers in G are unchanged.

Step 3 Calculate K with the kernel function.

Step 4 Calculate A and .S using the iterative method.

First, initialize an N x ¢ matrix g, randomly. Then
point-divide g, with a large number M, and point-multi-
ples matrix S finally, i.e.,

mS =p,S/M (10)

Then, calculate A and uS iteratively using Eq. (8) and
Eq. (9). Note that we assign 0 for each negative element
in uS to guarantee its non-negative characteristic.

Step 5 Calculate the system output g _between the test
sample x and the
function again:

z.=| Zk(x,xj) Qs s Zk(x, x;) ajc] =TA

training ones using the kernel

(1)

Step6 Letd = || g -, | stand for the distance be-
tween the test sample and i-th class. If r = argmin d,,
J

then the test sample 7 is assigned to the r-th class.

To analyze the difference between EKMSE and
KMSE, we give the definition of predicted error as || C,
- tG ||, where C, stands for the true class label of sample
t, and G is the classification result of KMSE or EKMSE.
Obviously, the smaller the predicted error is, the better
performance of the algorithm to approximate the true sam-
ple. Fig.1 implies that EKMSE usually has much fewer
predicted errors than KMSE.
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Fig.1 The predicted error rates on GT face database during

the training phase
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3 Experiments

We employ FERET and GT face databases to test the
presented EKMSE, KMSE and MNMSE" . Since the
newly-immerging sparse-based representation method can
be considered as a variant of KMSE, we choose CRC™
for comparison. The Gaussian kernel function in the form
of K(x,y) =exp( — || x =y | °/28°) is adopted here,
where §” is set to be the variance of the first training parti-
tion. y in Eq. (8) is 0.001. In EKMSE, the number of
iterations is 10. The numbers in the first rows of Tab. 1
and Tab. 2 illustrate the training samples per class, and
the remaining images are taken as test samples.

Tab.1 Recognition accuracy of different methods on the FE-

RET face database %o
Methods Number of original training samples per class
3 4 5

MSE 57.24 59.38 71.76
KMSE 60. 65 67.62 73.13
MNMSE!! 62.13 67.23 71.46
CRC™ 49.12 58.68 67.67
EKMSE 62.31 69.96 75.80

Tab.2 Recognition accuracy of different methods on the GT

face database %o
Methods Number of original training samples per class
3 4 5 6 7
MSE 41.83 41.27 48.60 63.56 68. 86
KMSE 52.06 56.71 60.27 63.06 65.35
MNMSE!™! 51.43 54.38 55.19 64.23 67.21
CRC!* 50.50 53.45 56.40 64.44 68.25
EKMSE 52.47 57.32 61.04 64.00 66.44

The FERET face database'” contains 1 400 gray ima-
ges from 200 subjects. Every subject provides 7 frontal
+25°,
and also the variations of the illumination and expression.

view face images with pose variations of +15°,

Before the experiment, we adopt the down-sampling al-
gorithm to resize each image into 40 x 40 pixels. Tab. 1
shows that our proposed method usually classifies more
accurately than MSE, KMSE, and CRC, as well as the
KMSE improvement, MNMSE.

We then use the Georgia Tech (GT) face database'""" to
test our method. It contains images of 50 people taken in
two or three sessions. All people in the database were re-
presented by 15 color JPEG images with a cluttered back-
ground taken at the resolution of 640 x 480 pixels. The
pictures show frontal or tilted faces with different facial
expressions, lighting conditions and scales. Each image
was manually labeled to determine the position of the face
in the image. We use the face images with the back-
ground removed and each of these face images has the
resolution of 40 x 30 pixels. They are all converted into
gray images in advance. Tab. 2 shows that the EKMSE
achieves higher recognition accuracy rates than KMSE,
MNMSE and CRC.

4 Conclusion

In this paper, we develop an EKMSE algorithm to im-
prove the classification performance of KMSE. We modi-
fy the objective function by adding an adaptive item to
enlarge the distances of different classes. The experiments
conducted on FERET and GT face databases demonstrate
that the EKMSE can obtain more satisfactory classifica-
tion performance than KMSE, MNMSE and CRC.
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